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At the heart of deep learning’s transformative impact lies the concept of scale-encompassing
both data and computational resources, as well as their interaction with neural network architec-
tures. Scale, however, presents critical challenges, such as increased instability during training
and prohibitively expensive model-specific tuning. Given the substantial resources required to
train such models, formulating high-confidence scaling hypotheses backed by rigorous theoretical
research has become paramount.

To bridge theory and practice, the talk explores a key mathematical ingredient of scaling
in tandem with scaling theory: the numerical solution algorithms commonly employed in deep
learning, spanning domains from vision to language models. We unify these algorithms under
a common master template, making their foundational principles transparent. In doing so, we
reveal the interplay between adaptation to smoothness structures via online learning and the
exploitation of optimization geometry through non-Euclidean norms. Our exposition moves be-
yond simply building larger models—it emphasizes strategic scaling, offering insights that promise
to advance the field while economizing on resources.
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Multi-objective mixed-integer nonlinear programming (MOMINLP) provides a powerful frame-
work for modeling complex real-world decision problems. Practical applications often involve
multiple, conflicting objectives and require binary or general integer variables to capture logi-
cal constraints or discrete decisions. Solving MOMINLP problems entails identifying the set of
efficient solutions - i.e., solutions where no objective can be improved without deteriorating at
least one other.

An efficient integer assignment refers to a fixing of the integer variables such that there
exists at least one efficient solution for the corresponding continuous subproblem. In many
cases, correctly solving MOMINLPs requires exploring a large number of such assignments -
potentially all integer-feasible ones - rendering full enumeration unavoidable. This significantly
complicates the solution process compared to the single-objective case and poses substantial
challenges for algorithm development.

In this talk, we review essential tools recently proposed for developing branch-and-bound
methods for multi-objective mixed-integer nonlinear optimization, and we explore approaches
specifically tailored to problems with quadratic objective functions. Building on the well-
established technique of quadratic convex reformulation - originally developed for single-objective
binary quadratic programs - we extend this methodology to the multi-objective setting. We
propose a branch-and-bound algorithm where lower bound sets are obtained from appropriately
defined convex quadratic subproblems. Computational experiments on multiobjective k-item
Quadratic Knapsack and multiobjective Max-Cut instances demonstrate the effectiveness of our
approach.
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Over the past few decades, risk-averse optimization has become an important framework for
decision-making under uncertainty in systems governed by partial differential equations (PDEs).
Uncertainty in the PDE parameters creates both theoretical and computational challenges. Ad-
dressing these challenges requires techniques from functional analysis, numerical optimization,
and statistics. In this plenary, I will survey recent developments in risk-averse PDE-constrained
optimization, with an emphasis on theory and algorithms as well as stability and asymptotic
analysis.

The talk will address three central themes. First, we develop rigorous formulations that in-
corporate risk measures into PDE-constrained settings to capture the behavior of risk-averse de-
cision makers. Second, we consider algorithmic strategies for handling nonsmooth risk measures
that make large-scale computations both tractable and robust. Third, we turn our attention
to results on stability and asymptotic behavior that characterize solution sensitivity to pertur-
bations in data, discretization, and sampling, and provide statistical guarantees for risk-averse
models.

Together, these directions show how risk-averse optimization enriches the mathematical
landscape of PDE-constrained problems and offers a principled framework for reliable decision-
making in the presence of uncertainty.
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In many industry settings, the same optimization problem is solved repeatedly for instances
taken from a distribution that can be learned or forecasted. Indeed, such parametric optimization
problems are ubiquitous in applications over complex infrastructures such as electrical power
grids, supply chains, manufacturing, and transportation networks. The scale and complexity of
these applications have grown significantly in recent years, challenging traditional optimization
approaches. This talk studies how to speed up these parametric optimization problems to
meet real-time constraints present in many applications. covering concepts such as primal and
dual optimization proxies, learning to optimize, contextual optimization, and decision-focused
learning. The methodologies are highlighted on industrial problems in grid optimization, end-
to-end supply chains, logistics, and transporation systems.
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In the fields of black-box optimization, CMA-ES is the state-of-the-art algorithm among
the evolution strategies. Although it has found many applications for more than 20 years, a
proof of its convergence remained an open question. In this thesis [1], we provide theoretical
guarantees of linear convergence of CMA-ES when minimizing an ellipsoidal objective function.
Moreover, we prove that second-order information of a convex-quadratic function is learnt since
the covariance matrix approximates the inverse Hessian matrix. To establish our results, we
normalize the states of the algorithm and define a Markov chain when the objective function is
scaling-invariant. The stability of this Markov chain proves then the convergence of CMA-ES.

References
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Most scheduling problems are strongly NP-hard and have required intricate heuristics to be
solved in practice. While yielding results short term, such heuristics rarely help to identify what
fundamentally makes these problems difficult. In contrast, over the past ten years, parame-
terized complexity has become an increasingly popular framework to study the computational
complexity of scheduling problems and find new efficient algorithms for them [2]. Such analy-
sis typically highlights similarities between seemingly different problems and facilitates strategy
transfers. This also proves useful whenever one would like to enrich a problem - for example
when adding precedence constraints or going from equal-length jobs to jobs of arbitrary time
length.

In this talk, we illustrate this framework by studying the parameterized complexity of sev-
eral subproblems of the Resource-Constrained Project Scheduling Problem (RCPSP), possibly
enhanced with job time windows and precedence delays. With precedence delays we consider
parameter £y,q, - i.e. the maximum delay value appearing in the input. We show that schedul-
ing unit-time jobs with precedence delays on a single machine is hard even with small £,,4,.
This suggests that another property of the problem has to be bounded in order to deal with
precedence delays. This motivates the integration of job time windows to problems featuring
precedence delays in order to broaden available parameter choices. We consider two parameters
which have shown recent success in the literature ; namely the slack - i.e. the maximum dif-
ference between the time window length of a job and its processing time - and the pathwidth
- i.e. the maximum number of overlapping job time windows at any time. We obtain several
fixed-parameter tractable algorithms and set multiple hardness results with to respect to these
parameters, taken separately or in combination with parameter £,,,,. The presented results are
available in Sections 3 to 5 of the speaker’s Ph.D. thesis [1].
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Lyapunov functions serve as constructive indicators of the stability of dynamical systems.
Recall that for a given dynamical system, Lyapunov functions are (i) positive definite functions;
and (ii) strictly decreasing along the trajectories in time. Then, we can formulate these two con-
ditions in terms of algebraic inequalities. In a few advantageous situations (when the dynamics
is linear, polynomial, piecewise polynomial, etc.), we can even implement them into optimiza-
tion solvers. However, it is not clear whether these two conditions imply stability. This becomes
clear when introducing comparison functions (see, e.g., [2]), which aim to compare functions
with norms. More precisely, Hahn [1] has shown that, for a given continuous function A on R?,
(i) h is positive definite on X containing 0 in its interior; if and only if (ii) there exist ay, a2 € K
such that for all = in a closed ball centered at 0 included in X:

ar(|lz]]) < h(z) < az((l]),

increasing,
s— inf f(z) and s+ sup f(z) where g =1 -]
s<g(z) g(z)<s

In this presentation, we propose an in-depth examination of the membership of aj,as to K
(or Ko for a general function g. This analysis relies on parametric optimization tools. The
study of the lower and upper continuity of R 3 s > sup,(,)< f(z) has already been explored
in the literature and can be treated from Berge’s maximum theorem. Positive definiteness and
coercivity are not classical questions in parametric optimization theory. Continuity questions
about R 3 s — inf,< () f(x) are not directly addressed. Some results involving the continuity
of parametric minimization problems require the convexity of the constraints set, and thus do
not apply in our case. In this presentation, we also discuss the potential advantages of this
general comparison approach in terms of approximating optimization problems.
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The process of tuning parameters is called algorithm configuration (AC), and has been widely
studied [4]. In recent years, algorithm configuration has become a critical component in ad-
vancing the performance of optimization, machine learning, and Al systems. Traditionally,
algorithms rely on static, one-size-fits-all configurations, which often fail to adapt to diverse
problem landscapes or dynamic environments. This limitation has motivated research into dy-
namic algorithm configuration (DAC), where parameters, heuristics, or even whole algorithms
are adapted online based on problem-specific features, search progress, or environmental feed-
back. Many works have shown that adjusting parameters during search can greatly improve
performance [2, 1]. One application of DAC is my ongoing work that consists on applying
the hyperconfigurable algorithm search for the combinatorial problem of multi port continu-
ous berth allocation problem (MPCBAP) [3]. In this work, the following contributions are
made: (1) we propose a dynamically configured ALNS method that we call hyper-configurable
ALNS (HCALNS) and (2) we apply and evaluate the HCALNS algorithm on the MPCBAP and
present its performance on a benchmark of instances from the literature. The results show that
the HCALNS out- performed the ALNS algorithm and was able to define a new state-of-the-art
for the large instances of MPCBAP. This demonstrates the effectiveness of using self-adjusted
parameters to solve the problem. This adaptability leads to better performance, especially in
complex or evolving scenarios, as the algorithm finetunes its behavior in real-time.
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Battery Energy Storage Systems (BESS) are expected to play a key role in the fight towards climate change.
Nevertheless, despite their flexibility and decreasing investment costs, BESS still face high revenue risks. On
the one hand, these assets are characterized by inevitable capacity degradation phenomena pursuant to frequent
cyclic actions. If not properly considered, this loss in energy capacity may impede the assets to effectively
operate in the energy markets and ultimately effect their financial viability. On the other hand, BESS that rely
on merchant revenues (e.g. arbitrage in the Day-Ahead energy markets) are also subject to market uncertainties,
which introduce further challenges to their optimal operation and scheduling.

Within this context, this work extends a deterministic scheduling model —developed by EDF researches -
to a stochastic framework in order to account for uncertainties on energy prices. The original model, formulated
with a Dynamic Programming—Mixed Integer Linear Programming approach, associates a “cost” ¢ € C for
each optimal charging/discharging cycle to maximize the revenues while accounting for non-linear the cyclic
degradation.

When accounting for uncertainties on the Day-Ahead energy prices, it is possible to formulate the Bellman
Equation of the optimization problem at a generic time-step t, for a generic value of the energy capacity E;
and at energy price profile A [E/MWh] as in (1):

V(t,E,A) = r?eag({R(t, E,pi(c, 1), ) + E[V(t + 1, f (¢, E, p{ (€), Aex1) 1A = D]} (1)
Subject to:

F(t B pi(c)) = Ey - e ke ) Aer1~Presa (1 4e) 3)

pi(c) =argmax{d. - (pf —pf) At —c N} @) N =(@f +p0)At/(2E) (5)

In (1), R(*) [€] indicates the immediate arbitrage revenues. Notably, E[- | A; = 1] denotes the Conditional
Expected Value, where A, is a stochastic process modelling the energy price, while f (t, E:, pi (c)) indicates
the degraded energy capacity E;,; at the next stage pursuant to cyclic actions. Finally, Pry,1 (- |4¢) in (3) is
the conditional probability measure of the random variable A;,, while the variable p;(c) [MW] in (1) is the
optimal control variable obtained from the resolution of the problem in (4) subject to standard operational
constraints (e.g. energy balance, power limits) and to (5).

In order to compute E[-], the Longstaff-Schwartz method (known also as Least-Square Monte Carlo
approach) [1] is adopted. Specifically, E[-] can be approximated with a linear function of R[t](4), which
indicates the maximum revenues that a BESS without degradation can obtain at time-step t at a given price A.

Simulations have been conducted over a representative planning horizon of ten years with monthly stages
and an hourly resolution. The energy prices profiles have been obtained from a One-Factor model implemented
by researches from EDF and consider the Italian Day-Ahead energy prices.

Acknowledgements: Alic Asja is supported by the Italian National PhD in Photovoltaics. This research benefited
from the support of FMJH Program PGMO n. 2024-0013.
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Medical emergency departments are complex systems in which patients must be treated
according to priority rules based on the severity of their condition. We develop a model of
emergency departments using Petri nets with priorities, described by nonmonotone piecewise
linear dynamical systems. The collection of stationary solutions of such systems forms a "phase
diagram”, in which each phase corresponds to a subset of bottleneck resources (like senior doctors,
interns, nurses, consultation rooms, etc.). Since the number of phases is generally exponential in
the number of resources, developing automated methods is essential to tackle realistic models.
We develop a general method to compute congestion diagrams. A key ingredient is a polynomial
time algorithm to test whether a given "policy" (configuration of bottleneck tasks) is achievable
by a choice of resources. This is done by reduction to a feasibility problem for an unusual class
of lexicographic polyhedra. Furthermore, we show that each policy uniquely determines the
system’s throughput. We apply our approach to a case study, analyzing a simplified model of
an emergency department from Assistance Publique - Hépitaux de Paris.
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The chemostat system is a classical model for microbial evolution in controlled environments,
famously predicting the competitive exclusion principle where only one species survives when
competing for a single nutrient. Yet, real-world observations often defy this principle, show-
ing coexistence of multiple species (though low-concentration). First, we demonstrate that this
discrepancy can be explained by introducing a perturbation term into the system dynamics.
Under biologically reasonable assumptions on the perturbation, we prove that the system re-
mains globally asymptotically stable around a coexistence steady-state (see [1]). This result is
based on the application of the Malkin-Gorshin Theorem [4] and Smith and Waltman results
on perturbed steady-states [5]. In this setting, we also address the problem of simultaneously
optimizing two objective functions: the productivity of species, which has potential applications
in industrial contexts, and biodiversity, quantified through the Simpson index. Our numerical
results highlight how optimizing species productivity while maintaining a predefined threshold
for biodiversity alters optimal strategies compared to those designed for productivity only as in
2, 3].
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We consider a provider of electric vehicle charging stations that operates a network of charg-
ing stations and use time varying pricing to maximize profit and reduce the impact on the
electric grid. We propose a bilevel model with a single leader and multiple disjoint followers.
The customers (followers) make decisions independently from each other. The provider (leader)
sets the price of charging for each station at each time slot, and ensures there is enough energy
to charge. The charging choice of each customer is represented by a combination of a prefer-
ence list of (station, time) pairs and a reserve price. The proposed model thus accounts for the
heterogeneity of customers with respect to price sensitivity and charging preferences. We define
a single-level reformulation based on a reformulation approach from the literature on product
line optimization, and we report computational results that highlight the efficiency of the new
reformulation and the potential impact of our approach for reducing peaks on the electricity
grid.
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Randomized search heuristics (RHSs) are generally believed to be robust to noise. However,
almost all mathematical analyses on how RSHs cope with a noisy access to the objective function
assume that each solution is re-evaluated whenever it is compared to others. This is unfortunate,
both because it wastes computational resources and because it requires the user to foresee that
noise is present (as in a noise-free setting, one would never re-evaluate solutions).

In this work, we show the need for re-evaluations could be overestimated, and in fact, detri-
mental. For the classic benchmark problem of how the (14 1) evolutionary algorithm optimizes
the LeadingOnes benchmark, we show that without re-evaluations up to constant noise rates
can be tolerated, much more than the O(n~2logn) noise rates that can be tolerated when
re-evaluating solutions [1].

This first runtime analysis of an evolutionary algorithm solving a single-objective noisy prob-
lem without re-evaluations could indicate that such algorithms cope with noise much better than
previously thought, and without the need to foresee the presence of noise.
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A common practice for representing flexible populations of assets in Unit Commitment (UC)
problems, which aim at optimizing electricity production while ensuring energy supply and
demand balancing [7], is the aggregation of similar units in order to decrease the computational
difficulty of the resolution [5]. However, in many cases the naive aggregation, consisting in
summing individual constraints, is not exact and can lead to infeasibilities on the individual
level. Interestingly, in the specific case of Electric Vehicles (EVs), individual constraint sets can
be seen as generalized polymatroids, or g-polymatroids, a special class of polytopes introduced
by Frank and Tardos [3] and also studied by Danilov and Koshevoy in the general setting of
discrete convexity [2]. In particular, g-polymatroids ensure exact aggregation when summed as
their Minkowski sum remains a g-polymatroid with the correct characteristics, and they can allow
efficient optimization of linear objectives by the greedy algorithm. This observation has been
made independently by Mukhi, Loho, and Abate [6]. We show how to integrate EV constraint
sets in the UC problem by leveraging the g-polymatroid structure through price decomposition
methods [1] and submodular function minimization techniques [4]. We numerically illustrate
this approach on a realistic UC model of the French electricity production.
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This talk is part of the invited session Beyond FEuclidean Convexity: Methods
and Algorithms (organizers: Pierre-Cyril Aubin and Michel De Lara)

How to go beyond the square distance d? in optimization algorithms and flows in metric
spaces? Replacing it with a general cost function ¢(x, y) and using a majorize-minimize framework
I will detail a generic class of algorithms encompassing Newton/mirror/natural/Riemannian
gradient descent/Sinkhorn/EM by reframing them as an alternating minimization, each for a
different cost ¢(x,y). Let f: X — Rand g: X - RU{+00} where X is any set. Choose another
set Y and a function ¢ : X x Y — RU {+o00}. Define the upperbound

f(@) +g(z) < ¢z, y) = g(x) + c(z,y) + f,le”j([f(xl) —c(',y)]. (1)

Setting f(y) := supyex[f(2') — c(2’,y)], we do alternating minimization of the surrogate

Ynt1 € argming ey c(zn, y) + f(y) + g(zn), (2)
Tpq1 € argming ¢ x ¢(, Yni1) + S (Unt1) + 9(2). (3)

Rooted in cross-differences, the convergence theory to the infimum and to the continuous
flow is investigated is based on a (discrete) evolution variational inequality (EVI) which enjoys
similar properties to the EVI with d? regularizer. In the limit, a curve (Tt)1€[0,400) SOlves a
c-EVI if

%c(m,mt) +u-c(z,xy) < glx) —g(zy) ae te(0,+00), xz€ X.

This provides a theoretical framework for studying splitting schemes beyond the usual
implicit Euler in gradient flows on metric spaces (like the JKO scheme). This talk is based
on the works [1] with Flavien Léger (INRIA Paris), and [2] with Giacomo Sodini and Ulisse
Stefanelli (Uni Vienna).
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The Unit Commitment (UC) problem is a fundamental challenge for energy producers and
network operators aiming to determine an optimal generation schedule for electricity production
units, such as thermal and hydro units, while adhering to technical and economic constraints
[1]. A major source of complexity in UC arises from uncertainty, particularly in forecasting
energy demand and wind power generation. To address this, decomposition strategies such as
Lagrangian relaxation and Benders’ decomposition have been studied to efficiently handle many
scenarios [2].

Recently, a new formulation of the deterministic UC problem based on interval variables has
been proposed to better model unit production decisions [3]. Building on this approach, we
introduce a novel Benders’ decomposition that leverages interval variables to generate stronger
cuts enabling convergence in a few number of iterations. Through computational experiments, we
demonstrate that our method significantly improves solution efficiency, enabling the resolution
of large-scale instances. In particular, we show that our approach scales effectively for two-stage
stochastic UC with many scenarios and performs efficiently under both a risk-neutral framework
and an average value-at-risk measure.
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We propose an efficient method for reconstructing traffic density with low penetration rate
of probe vehicles, relying solely on the initial and final positions of a small subset of cars. Due
to the scarcity of collected data, we generate artificial trajectories using microscopic dynamical
systems [2] and design a machine learning model to approximate the traffic density.

In [1], the authors have incorporated physics-informed neural networks (PINNs) to enforce
conservation laws via PDE-derived Lagrangian terms, which necessitated real-time measure-
ments. In contrast, our method requires less information, leveraging only the initial and final
positions of probe vehicles, thus simplifying data collection.

Our method uses a residual network (ResNet) to analyze traffic dynamics. The learning
process is set up as a constrained optimization problem. Starting from observed initial positions,
the network predicts future states while incorporating physics-based principles of traffic flow.

Ultimately, inspired by [3], we prove that, when using only synthetic data from dynamical
systems, our learned traffic density approximation converges to the LWR macroscopic model as
the number of vehicles increases.

References
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cation and State Reconstruction of Traffic Density." September 2021.
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The operation and maintenance of electricity distribution networks involve numerous tech-
nical interventions that must be carried out daily, while minimizing the operational costs as-
sociated with their execution. The problem we address originates from a technician routing
and scheduling problem at Electricité de France (EDF). Specifically, we consider a set of teams
of technicians and a set of interventions. Each intervention is associated with a specific time
window and a set of required skills, while each team has an individual skill profile. The problem
consists in assigning teams of technicians to interventions and dispatching them on routes that
fulfill skill requirements, respect time windows, and satisfy additional operational constraints
such as mandatory lunch breaks and workload limits. The problem involves two objectives to
be optimized in lexicographic order: the primary objective is to maximize the total duration of
interventions covered; the secondary objective is to minimize the total operational cost, com-
prising both personnel and travel expenses. We propose two mathematical formulations for the
problem under study: a compact formulation and a set packing formulation. For the latter,
we design column generation-based algorithms that incorporate different strategies to address
the lexicographic objective function. These algorithms are applied to benchmark instances pro-
vided by EDF, and their performance is evaluated through a comparative analysis to assess both
solution quality and computational efficiency.
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In applications ranging from control, to signal processing, to machine learning, recent tech-
nological advances have made the class of online optimization problems of central importance.
These problems are characterized by cost functions that vary over time, capturing the complex-
ity of dynamic environments and changing optimization goals. Formally, an online problem is
characterized by a discrete sequence of costs

27 = argmin fi(x) 1)
xrER™
where a new cost is revealed every Ty > 0 seconds, and where we assume that {fx}ren are
strongly convex and smooth.

The goal then is to design online algorithms that track as closely as possible the optimal
trajectory {x} }ren in real-time. In particular, in [1, 2] we propose a novel approach to design
such algorithms employing control theory.

The idea, depicted in Figure 1a, is to interpret the gradient of fj as a plant to be controlled to
zero. The resulting algorithm has been proved to converge exactly to the optimal trajectory [1],
also for constrained problems [2]. Figure 1b reports the performance of the proposed algorithm
(Control-based) against the state of the art online gradient, for different types of online problems.

References

[1] Nicola Bastianello, Ruggero Carli, and Sandro Zampieri. Internal model-based online opti-
mization. IEEE Transactions on Automatic Control, 69(1):689-696, January 2024.

[2] Umberto Casti, Nicola Bastianello, Ruggero Carli, and Sandro Zampieri. A control theoret-
ical approach to online constrained optimization. Automatica, 176:112107, 2025.

C()I .
V()
Plant "

Time [s]

(a) Online optimization as a control problem.
(b) Performance of the proposed algorithm.
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The black-box optimization research community has recently identified and made explicit in
scientific fora (e.g. BeMCO 2024 [1], ROAR-NET COST Action [2]), the need for systematic,
formal and open data (knowledge) management practices in this research field. Benchmarking
data are generally not well structured, defined, or harmonized, for example, they suffer from the
use of different taxonomies, nomenclatures, data representations, etc. This renders performance
comparison and validation difficult or impossible, hindering the development and progress of this
scientific area, as well as the corresponding potential for innovation and creation of economic
value. Initiatives such as IOHprofiler [3], OPTION [4] and the Optimisation Problem Library
[5], address some dimensions of this problem.

In a different scale and abstraction level, EU Data Strategy policies, initiatives, infrastruc-
tures, services and tools, such as the Research and Innovation Common European Data Space
[6] and the European Open Science Cloud - OpenAIRE|7], are actively promoting research data
management best practices.

We propose a roadmap for black-box optimization research data management to integrate
with the EU Data Strategy agenda, benefiting from and contributing to the EU open science
large-scale infrastructures, services, tools, standardization processes, and best practices. Our key
goal is to make a step forward towards FAIR (findable, accessible, interoperable and reusable)
research results in the black-box optimization research domain.
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Using kites to collect wind power and generate energy has been intensively studied in the
last decade, see e.g. the survey by M. Diehl et al in [1]. In the framework of the KEEP (Kite
Electrical Energy Power) funded by CNRS and gathering researchers from ENSTA Bretagne
(well acquainted with the topic after previous studies on kites [2], most notably for boats [3])
and Université Cote d’Azur, we are interested in the analysis of a simple device composed of
a kite attached to an arm; having the kite running along a well chosen curve will move the
arm and generate electric power. We first build a simple point-mass mechanical model where
the kite motion is prescribed to a conical surface modelled on an eight curve. The resulting
differential equation can be expressed either as (i) a 5-dimensional second order DAE, or (ii)
a dimension 2 second order ODE. For well chosen initial conditions, numerical integration of
these two equivalent descriptions exhibit a limit cycle. We report on the optimization of the
parameters of the device to maximize power on the limit cycle, as well as a validation of our
approach using a third party trusted library [4].
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This presentation focuses on hybrid optimal control. The goal is to implement a new reg-
ularization technique. This technique has the advantage of relying on a weaker transversality
assumption than the commonly used transversality conditions. For this purpose, we consider a
Mayer optimal control problem governed by a dynamics defined regionally, i.e., the state space
is stratified into a family of disjoint regions with nonsmooth interfaces, and, in each region, the
dynamics is given by a smooth expression:

&= fij(z,u), if ¢;(z) <.

It is shown that this problem is equivalent to a new optimal control problem, with additional
controls v; taking values in [0,1] and a (smooth) dynamics as a convex combination of the
smooth dynamics Zj»v:l vj f;j(x,u;), along with the following mixed control-state constraint:

(1 =2v5)pj(z) = [pj(z)].

Next, we introduce a family of auxiliary optimal control problems. In these problems, we first
regularize the nonsmooth interfaces. In addition, we consider the convex combination of smooth
dynamics (only) within a boundary layer. Furthermore, we add a penalization term to the cost
function to account for the mixed control-state constraint. Our main result is that solutions to
these (smooth) problems converge (up to a subsequence) to a solution of the original one. It
is obtained thanks to a new hypothesis related to solutions to the auxiliary problems, which is
weaker than the transverse crossing condition of the literature.
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In discrete optimization, we seek to find “high-quality” solutions within a vast search space. Evo-
lutionary algorithms form a family of randomized methods specifically designed to generate and refine
promising candidates. Inspired by natural processes such as mutation, they explore the search space and
employ heuristics to decide whether new candidates should be accepted or not. A notable approach [1],
the move-acceptance hyper-heuristic (MAHH), alternates — via random coin flips — between an elitist
selection (the only-improving operator, OI) and accepting any new candidate (the all-moves operator,
AM), and was recently shown to escape local optima with remarkable efficiency.

In this talk [2], we propose two modifications to this algorithm that demonstrate impressive perfor-
mances on a large class of benchmarks including the classic CLIFFy and JUMP,, function classes and we
provide an unified analysis of our method to this whole new class (contrary to [1]). (i) Instead of randomly
choosing between the only-improving (OI) and any-move (AM) acceptance operator by flipping a coin,
we take this choice via a simple two-state Markov chain. This modification alone reduces the runtime on
Jump,, functions with gap parameter m from Q(n?™=1) to O(n™*1). (ii) We then replace the all-moves
(AM) acceptance operator with the operator that only accepts worsenings (ONLYWORSENING, OW).
Such a, counter-intuitive, operator has not been used before in the literature. However, our proofs show
that our only-worsening operator can greatly help in leaving local optima, reducing, e.g., the runtime on
Jump functions to O(n®logn) independent of the gap size.

In general, we prove a remarkably good runtime of O(n**!logn) for our Markov move-acceptance
hyper-heuristic on all members of a new benchmark class SEQOPT),,, which contains a large number
of functions having k successive local optima, and which contains the commonly studied Jump,,, and
CLIFF4 functions for k = 2.

This work is part of the PGMO-funded project Mathematical Analysis of Complexr Randomized Search
Heuristics (PI: Benjamin Doerr).
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Given a multivariate polynomial with integer coefficients, we present rational certificates of
nonnegativity based on sum-of-squares decompositions, without making any the assumptions
on the input polynomial. We introduce the stereographic transformation, which allows us to
transform any polynomial to a coercive polynomial. We also employ perturbation methods to
ensure that a coercive polynomial has a zero-dimensional gradient ideal. All these transforma-
tions preserve the nonnegativity of the input polynomial and reduce the problem to our previous
work [1]. The complexity of our algorithm is single exponential in the number of variables. This
is a joint work with Matias Bender, Khazhgali Kozhasov and Elias Tsigaridas.
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Combinatorial optimization problems are ubiquitous across machine learning, finance, and
operational research. Although worst-case analysis classifies these NP-hard problems as expo-
nentially complex, Branch-and-Bound (BuB) algorithms, particularly those leveraging relaxation
heuristics, often achieve practical efficiency. This work addresses the critical gap in understand-
ing the average-case complexity of BnB in this setting. We develop an analytical framework
based on the statistical properties of problem costs and their relaxations. Focusing on Quadratic
Unconstrained Binary Optimization (QUBO) as a prototypical NP-hard problem for our analy-
sis, we formally prove that its subproblem’s costs are asymptotically normally distributed under
specific spectral conditions on the objective function matrix.

Leveraging this, our analysis demonstrates a critical transition in the expected size of the
BnB tree: it transitions from exponential growth to a more constrained, near-polynomial growth
regime. This transition is accurately predicted by a critical pruning depth, £* = n(1 — awcoqc),
where oy, is the worst case integrality gap (for global bounds) and «y, is the average integrality
gap of the SDP relaxation (for subproblems). Numerical experiments validate the normal-
ity premise across various QUBO instance types, including those derived from real-world NP-
complete problems like Max-Cut, TSP, and Portfolio Optimization. Our experimental analysis
on an SDP-based BnB solver demonstrates that empirical performance significantly outperforms
theoretical worst-case predictions, with the predicted peak complexity depth aligning with our
model’s predictions. Furthermore, by comparatively analyzing Knapsack, Vertex Cover, and
Binary TSP, we show that our model accurately predicts the vast differences in their practical
tractability, which are not captured by worst-case NP-completeness equivalence alone.

These findings offer a novel, quantitative lens for understanding the performance of Branch-
and-Bound algorithm, providing concrete guidance for developing improved classical, hybrid,
and quantum optimization methods. This includes formalizing the strategic advantage of root
node integrality gap strengthening and average integrality gap, and establishing new dimensions
for robust benchmarking of optimization algorithms. Our work thus advances the understanding
of what makes hard problems tractable.
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As part of its public service mission, RTE (Réseau de Transport d’Electricité), the French
transmission system operator, carries out prospective studies to assess the security of supply of
electricity and to enlighten national strategic orientations for the evolution of the power system.

Because prospective studies aim at defining an economically efficient and low-carbon gener-
ation mix together with appropriate network development, they involve solving generation and
transmission expansion planning problems. For this task, RTE relies on an internally developed
open-source software, Antares-Xpansion. Currently, Antares-Xpansion addresses a two-stage op-
timization problem over a one-year horizon, where an investment decision (first stage) is made
at the outset, followed by system operation (second stage) on an hourly time step, across several
scenarios that capture operational uncertainties (demand, hydro inflows, generator availability).

In practice, investment decisions are path-dependent: building the power system of 2050
requires decisions to be made and implemented already in 2030, 2040, and so forth, each of
which impacts system operations at those horizons. Such trajectory constraints stem primarily
from financial limitations and from industrial realities - Rome was not built in a day! Moreover,
these decisions are made amid structural uncertainties concerning key parameters (electricity
consumption, location of new renewable power plants), for which only ranges can be anticipated.

Currently, Antares-Xpansion can only address single-year problems. Thus, investment tra-
jectories must be constructed manually by solving the model sequentially for different individual
years. This procedure leads to a myopic representation, unable to anticipate investment needs.

To improve the process, we implement a multi-year investment model in Antares-Xpansion,
where investment decisions are taken on a scenario tree. The focus is to show how an efficient
implementation has been carried on, taking into account constraints from the industrial context:

e How to efficiently reuse the Antares-Xpansion code that already handles the investment
problem with a single first stage ?

e How was user interaction and data gathering extended from a single-horizon study to a
multi-horizon study?

We also demonstrate how this implementation was validated using a realistic case study
involving the resolution of an optimization problem involving hundreds of millions of variables.

26



PGMODAYS 2025 Invited and contributed talks

Decentralised energy management of large-scale EV
fleets: some results from the ANR EDEN4SG project

Anne Blavette! Eloann Le Guern-Dall’'o!  Eymeric Giabicani!

Xavier Ratte? Raphaél Féraud? Guy Camilleri®  Patrick Maillé?
Hamid Ben Ahmed! Fatma Ezzahra Salem? Riadh Zorgati® Andréa Laugére °
Arthur Mepuis®  Jesse-James Prince Abgodjan®

'ENS Rennes, Univ. Rennes, CNRS, IETR lab, Rennes, France, anne.blavette@ens-rennes.fr
20range Lannion & Paris, France, raphael . feraud@orange.com
3IRIT, University Paul Sabatier, Toulouse, France, guy.camilleri@irit.fr
4IRISA, IMT Atlantique, Rennes, France patrick.maille@imt-atlantique.fr
SEDF Lab, Palaiseau, France, riadh.zorgati@edf.fr
6SRD, Poitiers, France, arthur .mepuis@srd-energies.fr

Keywords: large-scale smart grids, reinforcement learning, bandits, grid constraints

The optimal strategy for integrating large-scale EV fleets with regard to the DSO con-
straints in a manner that maximizes the local use of renewable energy sources is an NP-hard
problem. Moreover, due to stochastic weather and human behaviors, this optimization should
be done under uncertainty and potentially online. Reinforcement learning is a tool of choice
under these conditions. As part of this work, bandits algorithms have been investigated, in
particular stochastic bandits based on Thompson sampling [1]. A comparative analysis was
also performed with adversarial bandits which were expected to provide theoretical bounds, at
the cost of performance degradation that we aimed to quantify [2]. In particular, the “Follow-
The-Perturbed-Leader” (FTPL) combined with heavy-tailed distributions (Fréchet, Pareto) was
considered. A last part of the work focussed on a comparative analysis of bandit algorithms
with Markov-decision process-based reinforcement learning in the form of the proximal policy
optimization (PPO) algorithm. This work compared the performance of both algorithm types
used independently and in combination [3].
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In this presentation, we revisit the problem of minimizing the epidemic final size in the SIR
model through social distancing of bounded intensity:

sup S(+o0) subject to |lu(-)|l1 < K.
u(-)eU

In the existing literature, this problem has been considered imposing a priori interval structure

on the time period when interventions are enforced. We show that when considering the more

general class of controls with an L' constraint on the confinement effort that reduces the infection

rate, the support of the optimal control is still a single time interval. This shows that, for this

problem, there is no benefit in splitting interventions on several disjoint time periods.
However, if the infection rate 8 is known in advance to vary over time as follows:

B, ittelo,n),
/B(t)_{ﬂg, if t € [r,00),

then we show that the optimal solution could consist of splitting the interventions in at most
two disjoint time periods. Finally, we provide a couple of numerical examples' illustrating
the structure of the optimal control derived in both cases: constant and piecewise constant
transmission rate (3.
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This talk deals with risk measures, a popular tool for modeling the aversion that one may
have for the variability of a random cost. An example is the Conditional Value at Risk (CVaR),
defined as the conditional expectation of the cost of interest in the worst ¢% cases, for a given
level g. The popularity of CVaR lies in the existence of a convenient dual representation formula,
taking the form of a simple minimization problem [1].

We will present a novel characterization of the risk measures satisfying two fundamental
properties: law-invariance and coherence [2]. We will show that such risk measures can be
represented as the value function of a generalized optimal transport problem. By generalized,
we mean that the second marginal of the transport plan to be optimized is not fixed, but only
restricted to lie in a given set of measures R. Our characterization is intimately related to
Kusuoka’s theorem [3], which states that any law-invariant and coherent risk measure can be
represented as a supremum of a family of convex combination of CVaRs with different levels q.

Next we will present a duality theorem for the case where the set R is convex, extending the
classical Kantorovich duality theorem in optimal transportation. This will allow us to derive a
duality formula for risk measures, generalizing the one available for CVaR. The practical interest
of such a formula will be discussed, in particular for the application of numerical methods based
on epi-regularization [4].
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This talk is part of the invited session Beyond Fuclidean Convexity: Methods
and Algorithms (organizers: Pierre-Cyril Aubin and Michel De Lara)

As the problem of minimizing functionals on the Wasserstein space encompasses many appli-
cations in machine learning, different optimization algorithms on R? have received their counter-
part analog on the Wasserstein space. We focus here on lifting two explicit algorithms: mirror
descent and preconditioned gradient descent. These algorithms have been introduced to better
capture the geometry of the function to minimize and are provably convergent under appropriate
(namely relative) smoothness and convexity conditions. Adapting these notions to the Wasser-
stein space, we prove guarantees of convergence of some Wasserstein-gradient-based discrete-time
schemes for new pairings of objective functionals and regularizers. The difficulty here is to care-
fully select along which curves the functionals should be smooth and convex. We illustrate the
advantages of adapting the geometry induced by the regularizer on ill-conditioned optimization
tasks, and showcase the improvement of choosing different discrepancies and geometries in a
computational biology task of aligning single-cells.
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Many applications in machine learning involve data represented as probability distributions.
The emergence of such data requires radically novel techniques to design tractable gradient flows
on probability distributions over this type of (infinite dimensional) objects. For instance, being
able to flow labeled datasets is a core task for applications ranging from domain adaptation
to transfer learning or dataset distillation. In this setting, we propose to represent each class
by the associated conditional distribution of features, and to model the dataset as a mixture
distribution supported on these classes (which are themselves probability distributions), meaning
that labeled datasets can be seen as probability distributions over probability distributions. We
endow this space with a metric structure from optimal transport, namely the Wasserstein over
Wasserstein (WoW) distance, derive a differential structure on this space, and define WoW
gradient flows. The latter enables to design dynamics over this space that decrease a given
objective functional. We apply our framework to transfer learning and dataset distillation tasks,
leveraging our gradient flow construction as well as novel tractable functionals that take the
form of Maximum Mean Discrepancies with Sliced-Wasserstein based kernels between probability
distributions. This work was originally published at the International Conference on Machine
Learning in 2025, where it was accepted for an oral presentation [1].
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Dans cette présentation, nous étudions le contrdle optimal d’un systéme dynamique a trois
espéces, modélisé par les équations de Lotka—Volterra, dans le but de réduire 'infection d’un
microbiote complexe. Ce type de modéle s’inspire de travaux récents sur la dynamique intesti-
nale, notamment Stein et al. (2013), qui ont utilisé des modéles écologiques pour analyser la
stabilité et les interactions du microbiote intestinal a partir de séries temporelles. Le controle
étudié correspond a un régime de dosage antibiotique ou probiotique, et notre approche s’appuie
sur une analyse géométrique des trajectoires optimales. En appliquant le principe du maximum
de Pontryagin et les méthodes de classification des contréles développées dans Bonnard & Rouot
(2024), nous paramétrons les trajectoires sous forme de géodésiques et identifions les ensembles
limites « et w, constitués de points d’équilibre isolés correspondant & des rayons anormaux.
L’étude montre que ces géodésiques anormales forment un feuilletage d’une surface quadratique
et permet de classifier la dynamique compléte des trajectoires a ’aide d’un systéme d’invariants
calculé de maniére explicite et symbolique. Cette méthodologie offre un outil puissant pour
analyser et optimiser les régimes de traitement microbiens afin de réduire les infections, tout
en donnant une vision géométrique claire de la structure des trajectoires optimales dans ces
systémes dynamiques.
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One of the best-known fundamental results in neural network theory is that they are universal
approximators: for any continuous function, any compact domain, and any precision €, there
exists a neural network within distance at most € from the function over this compact domain.
Mathematically, uniform approximation states that the class of functions realized by neural
networks is dense in the set of continuous functions over compact domains. This holds under
minimal assumptions (a single hidden layer and a non-polynomial activation function suffice.

We show the existence of a fixed recurrent network capable of approximating any computable
function with arbitrary precision, provided that an encoding of the function is given in the initial
input. While uniform approximation over a compact domain is a well-known property of neural
networks, we go further by proving that our network ensures effective uniform approximation—
simultaneously ensuring:

e Uniform approximation in the sup-norm sense, guaranteeing precision across the
compact domain [0, 1]%;

e Uniformity in the sense of computability theory (also referred to as effectivity or
universality), meaning the same network works for all computable functions.

Our result is obtained constructively, using original arguments. Moreover, our construction
bridges computation theory with neural network approximation, providing new insights into the
fundamental connections between circuit complexity and function representation.

We also show that the associated decision problems are complete— even under strict archi-
tectural constraints such as fixed, small network width and depth.

Furthermore, this connection extends beyond computability to complexity theory. The ob-
tained network is efficient: if a function is computable or approximable in polynomial time in
the Turing machine model, then the network requires only a polynomial number of recurrences
or iterations to achieve the same level of approximation, and conversely. Moreover, the recurrent
network can be assumed to be very narrow, strengthening the link our results and existing models
of very deep learning, where uniform approximation properties have already been established.
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Coined by Power et al. [2022], grokking refers to a two-phase training pattern: the training
loss quickly drops to zero while the test loss plateaus, followed by a phase where the training
loss stays at zero but the test loss steadily improves. We propose a new theoretical perspective
on grokking via gradient flow dynamics with weight decay. In the limit of vanishing weight
decay, we fully characterise the parameter trajectory and show it decomposes into two phases.
First, the flow follows the unregularised path and converges to a manifold of critical points of
the training loss. Then, in a slow drift phase, weight decay moves the parameters along this
manifold, gradually shrinking their ¢» norm. We argue this reduction explains grokking, since
smaller weight norms often correlate with improved generalisation.

Informal statement of the result. For a generic training loss F : R — R, consider the
gradient flow with weight decay: w*(t) = —VF(w*(t)) — Aw?(t). Assuming the unregularised
flow is bounded, we prove:

Theorem 1 (Main result, informal). As A — 0, w*(t) combines two dynamics:
1. (Fast dynamics driven by F) In a first phase, the weights follow the unregularised
gradient flow and converge to a manifold of critical points of F.

2. (Slow dynamics driven by the weight decay) At time t =~ 1/), the iterates start
slowly drifting along this manifold, following a Riemannian gradient flow that decreases
the £a-norm of the weights.

Connection to grokking. This optimisation result naturally explains grokking: in practice,
deep models typically reach global minimisers that generalise poorly when initialised with large
weights. The subsequent slow drift, driven by weight decay, reduces the f3-norm and simplifies
the solution. Since smaller norms often align with better generalisation, this explains the delayed
test improvement observed in practice.
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Quantum annealing (QA) is an analogue paradigm for quantum optimization that remains
a leading candidate for demonstrating quantum advantage on combinatorial problems. Unlike
gate-based methods such as the Quantum Approximate Optimization Algorithm (QAOA), QA
evolves a system continuously under a time-dependent Hamiltonian, a feature that makes rig-
orous analysis challenging and has limited provable performance guarantees to date. Numerical
comparisons between QA and QAOA are informative but constrained by the classical cost of
simulating Schrodinger dynamics and by current annealer sizes, so analytical tools are needed
to assess worst-case behavior.

Here we introduce a parametrized (tunable) variant of QA and use it to perform a precise
1-local analysis on regular graphs. The analysis rests on a tight Lieb-Robinson bound derivation
tailored to QA dynamics by exploiting the commutativity graph construction, together with
a simple prefactor on the initial (driver) Hamiltonian that improves analytical tightness with-
out altering the algorithmic procedure. Using MaxCut on cubic graphs as a benchmark, we
show that a linear-schedule, constant-time QA, when analyzed as a 1-local algorithm, achieves
a worst-case approximation ratio exceeding 0.7020. This guarantee surpasses one-layer QAOA
(=0.6925) and the best known classical 1-local algorithm (=0.6980).

Our results demonstrate that refined locality bounds and modest, analytically motivated Hamil-

tonian adjustments can materially tighten provable performance guarantees for QA, narrowing
the gap between numerical evidence and rigorous theory.
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We study the shipper-side design of large-scale inbound transportation networks, motivated
by Renault’s global supply chain. We introduce the Shipper Transportation Design Problem,
which integrates consolidation, routing, and regularity constraints. The resulting problem is a
rich version of a multicommodity network design problem [1]. We propose a tailored Iterated
Local Search (ILS) metaheuristic to solve it. The algorithm combines large-neighborhood search
with MILP-based perturbations and exploits bundle-specific decompositions and giant container
bounds to obtain scalable lower bounds and effective benchmarks. Computational experiments
on real industrial data show that the ILS achieves an average gap of 7.9% to the best available
lower bound on world-scale instances with more than 700,000 commodities and 1,200,000 arcs,
delivering solutions showing a potential of 23.2% cost reduction compared to the Renault-based
benchmark. To our knowledge, this is the first approach to solve shipper-side transportation
design problems at such scale, being orders of magnitude bigger than what usual resolution
methods from the literature can solve [2, 3, 4]. Our analysis further yields managerial insights:
accurate bin-packing models are essential for realistic consolidation, highly regular plans offer
the best balance between cost and operational stability, and outsourcing is only attractive in
low-volume contexts, while large-scale networks benefit from in-house planning. The final section
explores the network design perspectives emerging from our findings.
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At KPLER, we develop advanced methodologies to estimate vessel-level trade flows — in-
cluding product types and quantities — at global ports. By integrating fragmented data sources
(such as draft surveys, public and private reports, analyst inputs, and port infrastructure con-
straints), we aim to reconstruct granular trade activity with precision, enabling deeper insights
into maritime logistics and commodity markets. To achieve this, KPLER employs a vessel-by-
vessel approach that provides a real-time, macro-level view of commodity volumes in transit,
offering unparalleled insights into maritime logistics and global commodity markets.

To estimate quantities, we rely on draft change recordings, which are not always reliable
and may contain data gaps. We complement this with all available product- and port-level
information to enhance flow consistency. However, data sources are not always coherent, which
necessitates sophisticated conflict resolution between constraints. Furthermore, vessels can ex-
change commodities at sea through ship-to-ship operations, leading to complex interactions
between vessels and trade formations.

Currently, this is handled by separating tasks: first estimating quantities, then products, and
finally building trades. However, this approach poorly handles product-quantity constraints that
reflect real vessel behavior. For instance, some ports have specific export/import capabilities
dependent on product type, which leads to inconsistencies between estimated quantities and the
chosen product at the port level.

In this work, we designed a Mixed-Integer Linear Programming (MILP) model that incor-
porates all three tasks (quantity, product, and trade) to address the interdependence between
quantity, product, and trade constraints. Additionally, the model must be computationally effi-
cient, as it will be executed hundreds of thousands of times daily. This is particularly challenging
due to the combinatorial nature of the problem.
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This presentation addresses the numerical resolution of an aggregative stochastic optimal
control problem in which agents are subject to a common source of uncertainty. The agents’
dynamics may be nonlinear, rendering the problem typically nonconvex. Our problem is moti-
vated by the practical framework for optimal and coordinated management of a large number
of nonlinear energy dynamical systems under uncertainty.

A direct application of Rockafellar’s expansion lemma [1, Lemma 1] allows a reformulation
of our problem with separability across the agents and scenarios. This structure is particu-
larly well-suited for a numerical resolution using Douglas-Rachford Splitting (DRS) algorithm,
a well-known method for minimizing the sum of two convex functions, with proven weak con-
vergence to a stationary point. In the nonconvex setting, when one function is smooth with a
Lipschitz-continuous gradient and the other is proper and lower semicontinuous, convergence in
finite dimensions to a point satisfying the first-order necessary optimality condition has been
established in [2]. We adapt the proof of this result to our infinite-dimensional setting, where
the second function is assumed to be convex. Under suitable conditions on the dynamics and
running cost, we establish the existence of a cluster point for the sequence generated by the DRS
scheme when applied to our problem.
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We investigate a Lagrangian particle discretization for a risk estimation problem within the
framework of optimal transport. Given finitely many univariate probability densities correspond-
ing to risk factors, as well as a certain danger function, one must find the riskiest joint law, in
the sense of a certain spectral risk measure. The problem in question has been shown by Ennaji,
Meérigot, Nenna, and Pass in [1] to be equivalent to standard multimarginal optimal transport
problem with one additional marginal. To discretize the latter, we look for an approximate
solution as a uniform point cloud of size N, and optimize the positions of the Dirac masses.
The constraints on the marginals are dealt with via quadratic Wasserstein penalization terms,
each of which is a semi-discrete optimal transport cost in dimension one. We prove that the
discretized problem converges to the original one as the number of points goes to infinity, with
a rate determined by the asymptotic uniform quantization errors of the marginals. Numerical
experiments illustrate and support our theoretical findings.
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Demand-side management has emerged as a key strategy to enhance the flexibility and re-
liability of modern power systems, particularly in the context of the increasing penetration of
renewable energy sources. This is achieved by leveraging the flexibility of a wide range of dis-
tributed energy resources. The aggregated control of such devices can provide valuable services
to the grid (e.g. load shaping, frequency regulation, or congestion management), thus con-
tributing to system stability and economic efficiency. In demand-side management applications,
the number of controllable devices is typically very large, which naturally motivates the use of
mean-field control (MFC). Optimal transport (OT) provides an intuitive approach for modeling
the evolution of the aggregate distributions considered in the MFC.

We develop a tractable optimization framework for the real-time coordination of heteroge-
neous loads (e.g. electric vehicles and water heaters), combining ideas from OT and MFC. We
first extend the framework of Moment Constrained Optimal Transport for Control (MCOT-
C) [1] to a heterogeneous setting. We then propose a model predictive control approach where
the agents’ data is progressively discovered during the day. The proposed approach is validated
through numerical experiments on real datasets [3, 4] for electric vehicles and water heaters,
demonstrating the effectiveness of this method in imposing global restrictions while preserving
agent-level dynamics!. The results show an emerging phenomenon with each system adapting
to the (lack of) flexibility of the other. This proves to be very beneficial compared to a separate
optimization of the different populations.
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The districting problem involves partitioning a geographical region into smaller subregions called
districts. This optimization problem has been applied across various domains, including police district-
ing, political redistricting, and healthcare districting, among others [1], with the primary objective of
optimizing resource allocation and service delivery. Depending on the specific application, districting
solutions must satisfy different criteria and constraints. There are fundamental properties that are par-
ticularly critical, such as contiguity [2], population homogeneity [3]|, which seeks to achieve balanced
population distribution across districts, and spatial compactness, which aims to minimize intra-district
distances by creating geometrically compact districts.The challenge lies in simultaneously optimizing
these often conflicting objectives while satisfying additional domain-specific constraints.

This study investigates the healthcare districting problem, specifically focusing on primary and sec-
ondary care levels within healthcare systems. The objective is to minimize the maximum population-
resource difference across all districts, with the aim of maximizing the population served or covered by
the healthcare system and helping to improve accessibility to healthcare services [4]. The proposed
approach considers essential districting properties including population homogeneity, spatial compact-
ness, and territorial contiguity. A key aspect of this work is the simultaneous analysis of both care
levels, recognizing that if they are managed separately, then imbalances could occur in the level that
is not the focus.

One of the most important challenges in this type of problem is how to impose the contiguity
property, so we analyze four different mathematical formulations to ensure this constraint. Additionally,
we examine structural properties of these formulations. From this analysis, we derive different strategies
such as symmetry-breaking constraints and variable fixing techniques that help us reduce computational
time and improve solution quality for instances that are not solved to optimality.
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We consider linear Chance-Constrained Stochastic Problems (CCSPs) with finite support, a
class of optimization problems known for its challenging non-convex structure. To improve the
performance of branch-and-cut solution methods, we introduce a new class of valid inequalities,
termed multi-disjunctive inequalities. These inequalities are constructed based on a disjunctive
property inherent to the mathematical formulation of CCSPs. We present a heuristic separation
procedure for these inequalities and provide extensive numerical results. The computational
study demonstrates that our proposed method significantly strengthens the formulation and im-
proves solver performance compared to existing families of valid inequalities from the literature,
such as quantile [1] and mixing inequalities [2].
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Finding regular transport maps between measures is an important task in generative mod-
elling and a useful tool to transfer functional inequalities. The most well-known result in this
field is Caffarelli’s contraction theorem, which shows that the optimal transport map from a
Gaussian to a uniformly log-concave measure is globally Lipschitz. Note that for our purposes
optimality of the transport map does not play a role. This is why several works investigate
other transport maps, such as those derived from diffusion processes, as introduced by Kim and
Milman. Here, we use the control interpretation of the driving transport vector field inducing
the transport map and a coupling strategy to obtain Lipschitz bounds for this map for a big
class of what we call asymptotically log-concave measures. This talk is based on a joint work
with Louis-Pierre Chaintron and Giovanni Conforti.
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This talk is part of the invited session Beyond Fuclidean Convezity: Methods
and Algorithms (organizers: Pierre-Cyril Aubin and Michel De Lara)

When a one sided linear (OSL) coupling is substituted for the usual duality product in
the Fenchel-Moreau conjugacy, OSL-convex functions are substituted for the (closed) convex
functions. OSL-convexity is accompanied by the generalization of the usual subdifferential and
the associated minimization algorithms from usual convex optimization (Fermat’s rule, proximal
methods, cutting plane methods, ...). In fact, it has been proven in [3] that OSL-convex
functions are convex composite. Algorithms and optimality conditions for the minimization of
convex composite functions have been studied in [6, 2, 1, 5].

Here, we present OSL convexity and we study the difficulties for the OSL-minimization of the
notorious sparsity inducing fp-pseudonorm, which happens to be OSL-convex for the so-called
Capra coupling [4].
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The Gilbert—Steiner problem is a generalization of both the Steiner tree problem and optimal
mass transportation problems, allowing the use of additional (branching) points in a transport
plan. This problem was first introduced for measures with finite support in a paper by Gilbert
in 1967 [4]. The name “Steiner” refers to the branched structure of Steiner trees. A book by
Bernot, Caselles, and Morel [1] provides a modern perspective on the problem.

The most widely studied model assumes that the cost of transporting mass m along a segment
is proportional to mP and linear in the segment length, where 0 < p < 1. This cost function,
c(x) = aP, satisfies several natural conditions such as monotonicity, concavity, and ¢(0) = 0.

We determine all pairs (p,d) for which the Gilbert—Steiner problem in d-dimensional Eu-
clidean space admits only branching points of degree 3. Namely, this occurs if and only if d = 2
or p < 1/2. This classification was obtained in [2], building on results from [5] and [3].

An irrigation setup is a subproblem in which one of the measures is restricted to be a
Dirac measure. As an application of the main result, one can construct a universal solution to
the irrigation Gilbert—Steiner problem for d = 2 or p < 1/2. Universality here means that this
solution contains every possible combinatorial structure with the same p and d as a substructure.
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In this presentation, we study (noisy) linear systems, and their {y-regularized optimization prob-
lems, coupled with general convex, not necessarily quadratic, data fidelity terms. Specifically, we
aim at finding solutions of Jo(x) := Fy (Ax) + Ao||x|lo. Recent successful approaches for solving
this class of problems have proposed to consider non-convex exact continuous relaxations that
preserve global minimizers while reducing the number of local minimizers. Within this frame-
work, we consider the class of fy-Bregman relaxations, proposed in [3], and whose associated
relaxed problem becomes Jy(x) := Fy(Ax) + By(x; Ag). Our analysis is primarily built upon a
novel property we introduce, termed the Bregman Restricted Strong Convexity (BRSC), which
naturally generalizes well-known notions in the literature [1, 4]. Our first result is to establish
sufficient conditions under which a critical point of Jy is isolated in terms of sparsity, meaning
that any other critical point must have a strictly larger cardinality. Furthermore, we analyze the
exact recovery properties of such exact relaxations. Such result is presented in the following.

(Informal) Theorem. Assume that Fy satisfies BRSC with Cx > 0, K > 2|x*||o, has
L— Lipschitz gradient, and

Vo € (Aly,Cx, L), A(x*,y,Ck, L)) .

Then, the oracle solution x°" is the unique global minimizer of Jy (and so of Jy), and any
other critical point x' of Jy, x' # x°" satisfies ||x’ —x||o > K.

Finally, we particularize our results for several choices of the data fidelity term: we improve
the state-of-the-art results obtained in [2] for the least-squares loss, and derive novel results for
the (generalized) Kullback—Leibler divergence.

Acknowledgements. This work has been supported by the project EROSION (ANR-22-
CE48-0004) and the Toulouse Al cluster ANITI (ANR-23-IACL-0002).
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ABSTRACT

In this talk, we present some recent results concerning the regularity of the curves
minimizing the sub-Riemannian energy, also called sub-Riemannian geodesics (they
are also length-minimizing curves that are parameterized by the arc-length). In par-
ticular, we discuss the first example of a non-smooth (i.e., non-C*°) geodesic, which
disproves a longstanding open conjecture. The example we exhibith is a class C? but
not C? length-minimizer of a real-analytic (even polynomial) sub-Riemannian struc-
ture. Moreover, we can prove that sub-Riemannian structure of the counterexample
belongs to a class of polynomial sub-Riemannian structures where geodesics are of

class C?. These results are based on the works [1, 2].
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We introduce a proximal-type optimization algorithm designed for minimizing nonsmooth
and nonconvex composite functions. The composite structure comprises a weakly-concave outer
function and a Lipschitz continuous inner mapping. By linearizing the outer function, the
problem is approximated by a nonlinear, potentially nonconvex master program. The algorithm’s
iterates are defined as stationary points of this master program, guided by an improvement
function that integrates both the objective and constraint into a single mathematical object.
We establish convergence to critical points and present promising numerical results on chance-
constrained optimization problems, demonstrating the practical effectiveness of the proposed
approach.
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Car sharing is a concept that allows individuals to borrow cars on a short-term basis for
a rental rate charged by the time or the distance driven. One-way station-based car sharing
systems require the user to pick-up the car at any station of the network and drop it off at
another station, not necessarily the same as the pick-up one. The recent development of this
concept may be explained by its environmental and social benefits and by its potential to promote
the use of electric vehicles. However, the success and prosperity of an electric vehicle sharing
system (EVSS) heavily depend on the quality of planning of the system design and operations.

This work focuses on optimizing the strategic design of a one-way station-based EVSS. More
precisely, we assume that the locations of the charging stations have already been fixed and
seek to determine the number of chargers to be installed at each station, together with the fleet
size. We seek to explicitly consider uncertainties on the demand for shared car trips both in
terms of flow volume and of spatio-temporal distribution of this flow. We propose a bi-objective
two-stage stochastic programming model to simultaneously optimize the economic performance
of the system and its quality of service under uncertainties of customer trip demand. Our model
makes use of a risk measure, the conditional value-at-risk, to control the risk of obtaining a poor
customer service level in the worst-case scenarios. Moreover, to enhance the practical relevance
of the model, we integrate a detailed representation of tactical decisions on fleet deployment,
as well as operational decisions related to vehicle relocation and battery recharging into the
modelling of the EVSS design problem.

This integrated approach results in the formulation of a large-size mixed-integer linear pro-
gram. In order to solve it efficiently, we develop an original approximate Benders decomposition-
based method in which explicit information from the scenario sub-problems is included into the
master problem formulation under the form of aggregate second-stage variables and constraints.
Numerical experiments on randomly generated instances highlight the performance of the de-
veloped procedure as compared to a state-of-the-art MILP solver. Finally, using a case study,
we investigate the trade-off between economic profitability and quality of service.

Acknowledgment: This work was partially funded by a grant of the Labex Mathématique Hadamard
(RD-505).
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The analysis of Stochastic Gradient Descent (SGD) often relies on making some assumption on
the variance of the stochastic gradients, which is usually not satisfied or difficult to verify in
practice. This paper contributes to a recent line of works which attempt to provide guarantees
without making any variance assumption, leveraging only the (strong) convexity and smooth-
ness of the loss functions. In this context, we prove new theoretical bounds derived from the
monotonicity of a simple Lyapunov energy, improving the current state-of-the-art and extending
their validity to larger step-sizes. Our theoretical analysis is backed by a Performance Estima-
tion Problem analysis, which allows us to claim that, empirically, the bias term in our bounds
is tight within our framework.

This talk is based on the paper [1].
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Car dealers must daily decide which vehicles to purchase from the manufacturer to replenish
their stock. This is an integrated sales and operations planning problem. On the sales side,
dealers must anticipate customer choices. Operational costs include inventory and lot-sizing
costs. We introduce a Markov Decision Process (MDP) that models this car dealer inventory
replenishment problem.

Four aspects make this problem particularly challenging. First, the problem has a combi-
natorial nature. Any vehicle that can be produced can be ordered, leading to a catalog of over
1039 possible configurations from different option combinations. Second, the uncertainty is en-
dogenous. We do not know what customers would have purchased if different vehicles had been
offered. Third, the historical data for demand estimation is censored, which further complicates
the problem. Finally, the problem is an MDP with combinatorial state and action spaces, a
class of problems known to be difficult to solve.

The core contribution is a novel policy based on Combinatorial-Optimization Augmented
Machine Learning (COAML) [1] [2],. Numerical experiments show the performance of the ap-
proach.
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In this talk I will introduce a branched transport problem with weakly imposed boundary
conditions. This problem was first derived as a reduced model for pattern formation in type-I
superconductors in [1]. For minima of the reduced model with weak boundary conditions, it is
conjectured in [2] that the dimension of the boundary measure is non-integer. The conjecture was
linked to local scaling laws in [5]. T will present some recent advances in solving this conjecture.
This talked is based on some works with Michael Goldman, Melanie Koser and Felix Otto [3, 4].
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In the n-body problem, the forces acting between particles approach infinity when the mutual
distances approach zero. Therefore, at collision the dynamics has singularities. Since Levi-Civita
and Sundman, the double collision has been regularized, i.e. the singularity has been made
to disappear by means of algebraic transformations. Levi-Civita obtained first a regularizing
transformation of the Kepler problem based on the inverse of the map z — 22 of the complex
plane. This conformal map sends the orbits of the harmonic oscillator in the ones of the Kepler
problem. The coordinates transformation is coupled with a slowing down of the motion by
means of a time change defined by the differential relation dr = 1/|z|dt.

Based on classical results, the purpose of the work is the application of the regularization

theory to optimal control. We consider the control of a spacecraft under the attraction of a
celestial body, where the control is the thrust, and with the goal of minimizing the physical time.
This system exhibits singularities in zero, and thus the theory fails in the study of collision orbits.
By applying the Levi-Civita regularization to the controlled system, we obtain an affine system in
the new time 7 where the vector fields are polynomials, thus C¥. In the reparametrized system,
we can broaden the concept of controllability at collision, and apply Pontryagin’s principle by
allowing orbits that collide or come arbitrarily close to the center of attraction.
The extension of the procedure in three dimensions is not straightforward, as it encounters
algebraic and topological obstructions. To extend the study to the spatial case, we need to make
use of the so-called KS regularization. However, the KS-map is based on the Hopf fibration so
it is a transformation R* — R3, and to each point in the Keplerian orbit corresponds a S*-orbit
in the reparametrized system. This entails the addition of one dimension to the phase space,
which is now seven-dimensional.
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In many real-life situations, such as medical product launches, energy investments, or the
rollout of new policies, decision-makers must act before knowing exactly when critical informa-
tion will become available. We develop new mathematical models that incorporate uncertainty
about what will happen and when that uncertainty will resolve. Traditional decision-making
tools assume fixed timelines for information revelation; instead, we address more realistic sce-
narios where information arrives at unpredictable moments, making planning more complex and
costly if mishandled.

In this work, we focus on a pharmaceutical application, in particular, the planning and
production of medical devices, where firms must be mindful of regulatory approvals. This context
has long been recognized as a challenge due to uncertain approval dates, which complicate
inventory and production planning decisions (Hill and Sawaya, 2004). The change in demand
resulting from regulatory uncertainty is closely connected to that of optimal product rollover,
where the timing of phasing out old products and introducing new ones significantly affects
demand and, as such, the firm’s performance (Lim and Tang, 2006).

Our first contribution is to formulate the problem as a multistage stochastic programming
problem (Birge and Louveaux, 2011; Shapiro et al., 2014). We can solve moderate instances
using the extensive form of the problem, which provides us with insights into both the solution
and how to develop efficient algorithms. We then propose decomposition methods that enable
us to solve larger instances, such as those involving more countries and extended time periods,
and explore the managerial insights that can be derived from the solutions.
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Detecting hidden convexity is one of the tools to address nonconvex minimization problems,
and find global minimizers. We introduce the notion of conditional infimum, develop the theory,
and establish a tower property, relevant for minimization problems. We connect the condi-
tional infimum with one-sided linear and subadditive couplings. Then, we illustrate how the
conditional infimum is instrumental in revealing hidden convexity. Thus equipped, we provide
a new sufficient condition for hidden convexity in nonconvex quadratic minimization problems,
that encompasses and goes beyond known results (with the notion of blocked-sign pair matrix-
vector). We also show how the conditional infimum is especially adapted to tackle the so-called
S-procedure.
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The standard quadratic optimization problem (StQP) consists of minimizing a quadratic

form over the standard simplex. If the quadratic form is neither convex nor concave, the StQP
is NP-hard. This problem has many interesting applications ranging from portfolio optimization
to machine learning.
Sometimes, the data matrix is uncertain but some information about its distribution can be
inferred, e.g. the first two moments or else a reference distribution (typically, the empirical dis-
tribution after sampling). In distributionally robust optimization, the goal is to minimize over
all possible distributions in an ambiguity set defined based upon above mentioned characteris-
tics. We explore the distributionally robust StQP and an ambiguity set based upon maximal
Wasserstein distance to the sampled empirical distribution.
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France aims to deploy 45 GW of offshore wind capacity by 2050. Both ownership and main-
tenance of the offshore substations linking these farms to the grid are the responsibility of the
French Transmission System Operator (TSO). In the event of an unscheduled substation shut-
down, the TSO must pay significant penalties to producers. Failures when weather conditions
prevent access to the substation can quickly snowball into huge losses.

Although the optimization of maintenance for onshore [1] and offshore [2] wind turbines
has previously been studied, the specific challenges of offshore substations highlighted above
have not been dealt with. The problem is modeled as a Markov Decision Process, where each
state reflects the asset’s degradation level and ongoing maintenance, and actions correspond to
maintenance decisions. The objective is to optimize maintenance planning to minimize penalties,
which are proportional to curtailed energy when capacity is limited. Weather scenarios are
incorporated to account for their impact on both power production and maintenance feasibility.
A multihorizon stochastic optimization model is introduced [3], featuring a bimonthly strategic
horizon for advance planning and a daily operational horizon to capture the penalty dynamics
under uncertain weather conditions. A significant challenge arises from the exponential growth of
the state space with the number of components, making it impossible to solve the optimization
problem exactly for real-life substation models. To address this, we propose an approximate
solution approach that yields maintenance policies with strong performance.
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System periodicity is exploited in long-term planning to reduce the size of the model by
reducing the time horizon to a limited set of representative periods. System dynamic is then
captured by a fine time discretization within each period, but this temporal representation
prevents to model interdependencies between the periods, including storage conservation.

We consider modelling non-periodic storage in integrated models for long-term expansion
planning of power systems, from micro to continental grids, using temporal decomposition
and block coordination between investment and operation. We apply an alternating direction
method [1] to the deterministic case. We also consider uncertain loads in a robust two-stage
model, solved with Bender’s cut and column generation [2]. The methods are experimented on
the planning of a microgrid and on a MARKAL-TIMES linear programming model of the EU
power system [3].
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We investigate high-dimensional stochastic optimal control problems involving many coop-
erating agents who aim to minimize a convex cost functional. We analyze two settings: a
full-information model, where each agent observes the states of all others, and a distributed
model, where agents only observe their own states.

J. Jackson and D. Lacker already established a theoretical connection between these two
models when agents interact through their state, see [1]. In this context, they provide a sharp
non-asymptotic bound on the gap between the value functions associated with these two prob-
lems. In other words, they quantify to what extent an optimal solution of the distributed control
problem can be a good approximation for the optimal control of the full-information problem.

Our paper builds on their work and provides similar results in the context of interaction
through the controls. To derive these results, we follow the approach of [1], employing a parallel
theory of distributed stochastic control alongside the classical framework, characterizing opti-
mizers through a Hamilton-Jacobi-type equation. The main difficulty of studying interaction
through controls instead of interaction through states is that the optimal controls have a less
tractable structure, as we lose the decoupling property of the N Hamiltonians. So far, we have
to restrict our study to pairwise interaction through controls.

The primary motivation for this study is the application to the management of the flexibility
of the electrical system, as, for example, in [2]. Our model involves equipping each node of the
electrical grid with small-scale local electricity storage, thereby easing the constraint of supply-
demand balance. The goal is to optimize how much electricity each storage unit draws from or
injects into the grid. The power flow in each transmission line is bounded by a maximum capacity,
and this constraint can be modeled as a pairwise heterogeneous function of all control variables.
As a result, the optimal control problem naturally falls within the framework developed in this
work.
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In this talk, we revisit the optogenetic control framework introduced in [1], where light was
used to regulate the unfolded protein response in Saccharomyces cerevisiae and proportional—
integral-derivative (PID) feedback was shown to improve the yield of folded amylase. Building
on this foundation, our recent study [2]| investigated the corresponding optimal control problem
in a batch culture setting. By reformulating the model and applying the Pontryagin Maximum
Principle, we established that the optimal light input is of bang—bang type, a structure confirmed
through numerical simulations and of potential practical interest. We will first summarize the
key insights of this analysis, and then discuss ongoing efforts to extend the framework to more
general bioprocess scenarios, including continuous cultures. Finally, we will see how the structure
of the optimal solutions naturally raises the question of whether feedback-inspired strategies may
be derived, opening perspectives for experimentally feasible implementations.
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Multi-objective evolutionary algorithms (MOEAs) are among the most widely and success-
fully applied optimizers for multi-objective problems. However, to store many optimal trade-offs
(the Pareto optima) at once, MOEAs are typically run with a large, static population of solution
candidates, which can slow down the algorithm. We propose the dynamic NSGA-II (AINSGA-II),
which is based on the popular NSGA-II and features a non-static population size. The ANSGA-II
starts with a small initial population size of four and doubles it after a user-specified number 7
of function evaluations, up to a maximum size of . Via a mathematical runtime analysis, we
prove that the ANSGA-II with parameters y > 4(n+1) and 7 > %en computes the full Pareto
front of the ONEMINMAX benchmark of size n in O(log(p)7 4+ plog(n)) function evaluations,
both in expectation and with high probability. For an optimal choice of p and 7, the resulting
O(nlog(n)) runtime improves the optimal expected runtime of the classic NSGA-II by a factor
of ©(n). In addition, we show that the parameter 7 can be removed when utilizing concurrent
runs of the ANSGA-II. This approach leads to a mild slow-down by a factor of O(log(n)) com-
pared to an optimal choice of 7 for the ANSGA-II, which is still a speed-up of ©(n/log(n)) over
the classic NSGA-II.

This work is part of the PGMO-funded project From Mathematical Runtime Analyses to
Better Evolutionary Multi-Objective Optimizers (PI: Benjamin Doerr).
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SPEA2

Together with the NSGA-II, the SPEA2 is one of the most widely used domination-based
multi-objective evolutionary algorithms. For both algorithms, the known runtime guarantees
are linear in the population size; for the NSGA-II, matching lower bounds exist. With a care-
ful study of the more complex selection mechanism of the SPEA2, we show that it has very
different population dynamics. From these, we prove runtime guarantees for the ONEMIN-
MAX, LEADINGONESTRAILINGZEROS, and ONEJUMPZEROJUMP benchmarks that depend less
on the population size. For example, we show that the SPEA2 with parent population size
u > n — 2k + 1 and offspring population size A computes the Pareto front of the ONEJUMPZE-
ROJUMP benchmark with gap size k in an expected number of O((\ + u)n + n**+1) function
evaluations. This shows that the best runtime guarantee of O(n**1) is not only achieved for
i = 0(n) and A = O(n) but for arbitrary u, A\ = O(n*). Thus, choosing suitable parameters — a
key challenge in using heuristic algorithms — is much easier for the SPEA2 than the NSGA-II.

This work is part of the PGMO-funded project From Mathematical Runtime Analyses to
Better Evolutionary Multi-Objective Optimizers (PI: Benjamin Doerr).
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With the increasing adoption of Electric Vehicles (EVs), the charging demand at public
charging stations with a fast charging mode is expected to grow, leading to congestion, such as
long waiting time. Such congestion can influence user’s behavior, creating interaction between
them. From the point of view of a charging station operator, it is crucial to anticipate such
congestion in order to design appropriate strategies (e.g., sizing, pricing, etc.).

In this context, we study a mixed-strategies and non-atomic game, where the players are the
EV users, their strategies are the choice of a Charging Station Pool (CSP), and their individual
cost include the waiting time at the chosen CSP. As in [1] and [2], it is assumed that the players
(i.e., the EV users) impact on congestion is heterogeneous and continuously distributed.

Inspired by [3], we show that the Nash equilibrium is connected to the solution of a so-
cial welfare maximization, meaning that the game admits a potential. As a consequence, we
demonstrate the existence and, under monotonicity assumption (leading to the convexity of the
potential), the uniqueness of the Nash equilibrium. Under additional assumptions, the solution
of the social planner, and hence the Nash equilibrium, induces a Voronoi-type partition of the
domain, meaning that the Nash equilibrium is in pure strategies. In addition, we propose a
numerical scheme that approximates the Nash equilibrium, and show a toy example.
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Deep Neural Networks are powerful tools for solving machine learning problems, but their
training often involves dense and costly parameter updates. In this work, we use a novel Max-
Plus neural architecture in which classical addition and multiplication are replaced with max-
imum and summation operations respectively. Our interest in these architectures stems from
their ability to naturally induce sparsity in both forward and backward passes [3], making them
appealing alternatives to dense networks. Indeed, only neurons that contribute to the maximum
affect the loss. The (max, +) and (min, +) algebras have been applied in previous works, achiev-
ing competitive performance in various tasks. For instance, max-plus operators have been used
for filter selection and model pruning [4], and the Linear-Min-Max-Plus architecture has been
shown to be a universal approximator for continuous functions [1]. These results indicate that
moving toward structured sparse architectures does not necessarily sacrifice expressivity.

However, standard backpropagation fails to exploit this sparsity, leading to unnecessary
computations. To address this, we propose a sparse subgradient algorithm that explicitly ex-
ploits this algebraic sparsity. By tailoring the optimization procedure to the non-smooth nature
of Max-Plus models, our method achieves more efficient updates while retaining theoretical
guarantees. This highlights a principled path toward bridging algebraic structure and scalable
learning. One of the fundamental tools we use to manage sparse updates is short computa-
tional trees [2], that allow an efficient use of computing resources in high dimensions. From the
theoretical result [1], we also propose a novel initialization for min-max-plus networks, showing
encouraging performance in preliminary numerical experiments.

References

[1] Y. Luo and S. Fan. Min-max-plus neural networks. arXiv preprint arXiv:2205.09997, 2022.

[2] Y. Nesterov. Subgradient methods for huge-scale optimization problems. Mathematical
Programming, 146(1-2):275-297, 2014.

[3] A. Tsiamis and P. Maragos. Sparsity in max-plus algebra and systems. Discrete Event
Dynamic Systems, 29(1):163-189, 2019.

[4] Y. Zhang, S. Blusseau, S. Velasco-Forero, 1. Bloch, and J. Angulo. Max-plus operators
applied to filter selection and model pruning in neural networks. 2019.

64



PGMODAYS 2025 Invited and contributed talks

Toward /¢, solution path via /; Bregman relaxations

M’hamed Essafri’ Luca Calatroni? Emmanuel Soubies?

RIT, CNRS, Toulouse INP, Université de Toulouse, Toulouse, France.
(mhamed.essafri@irit.fr, emmanuel.soubies@cnrs.fr)
2MaLGa, Centre, DIBRIS, Universita di Genova & MMS, Istituto Italiano di Tecnologia, Genoa, Italy.

(luca.calatroni@unige.it)

Keywords: /j regularization path, non-quadratic data terms, non-convex optimization

Given a possibly underdetermined matrix A € RM*N_ with M < N, and an observation
vector y € RM | we consider optimization problems of the form

N . . A
% € argmin Jy(x), with Jo(x) := Fy(Ax) + Ao||x[jo + —2||x||%, (1)
xeRN 2
where Fy, : RM — Rs( denotes a data-fidelity functional, || - || is the £y pseudo-norm counting

the number of nonzero components of its input, and Ag > 0 controls the trade-off between data
fidelity and sparsity. The {5 regularization, weighted by Ay > 0, acts as a stability term: it pe-
nalizes large coefficients, mitigates overfitting in noisy settings, and improves the well-posedness
of the optimization problem (existence of a solution) for some data terms. Since the £y function
is non-continuous and non-convex, Problem (1) is known to be NP-hard [1]. Recently, the family
of £y Bregman relaxations (B-rex) [2] has been proposed to build a class of exact continuous re-
lazations for fy-regularized criteria with general fidelity terms of the form (1). These relaxations
are exact in the sense that, they preserve the set of global minimizers of the original ¢y problem
while eliminating certain local minimizers, thereby simplifying the optimization landscape.

Building on these properties, we introduce a new algorithm, named LOPathBrex, to compute
the path of solutions across a range of sparsity levels [3]. Our approach exploits the structure
of B-rex to build efficient warm-start strategies so as to refine progressively the estimated path
of solutions. We detail the methodological aspects of this approach and provide illustrative
examples as well as numerical experiments. Extensive comparisons with alternative strategies
such as the LOLearn package [4], highlight the effectiveness of the proposed algorithm.
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In recent years, advancements in deep learning and new optimisation algorithms have mo-
tivated the use of artificial neural networks to solve non-linear problems in high-dimensional
setups. One of the crucial steps during the implementation of any deep learning method is the
choice of the loss functional, which is used to train the neural network parameters, typically
through a gradient-based method. In this talk, I will consider the approximation of the viscosity
solution for Hamilton-Jacobi equations by means of an artificial neural network. I will discuss
the choice of the loss functional, which should be such that any critical point approximates
the viscosity solution. I will present some recent results concerning loss functionals involving
a consistent and monotone numerical Hamiltonian of Lax-Friedrichs type. Using the numerical
diffusion built in the numerical Hamiltonian, we are able to prove that any critical point solves
the associated finite-difference problem and, therefore, approximates the viscosity solution. I
will also present a method in which the numerical diffusion of the numerical scheme is decreased
during the training, allowing for approximations with less numerical diffusion. This talk is based
on the recent paper|[1].
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In this talk we consider a probabilistic control of ground water level in the soil of some
area between two parallel channels (Dirichlet boundary conditions). The ground water level is
influenced by a meteorological source term involving the net difference between time dependent
precipitation and evaporation over ground, [5]. The aim is to keep the ground water level in
the middle of the area in a given tolerance from a nominal level by applying a suitable control.
Since the source term is uncertain, we consider a worst case approach by requiring that the state
constraint (evaluated at one specific point) had to be kept in a certain region of tolerance for all
times in the considered horizon and for no matter which realization of the source term within a
specified set. The big challenge in dealing with probabilistic constraints consists in the fact that
no analytical formula for the value and gradient of the probability function is available in general.
A successful tool to achieve this goal in the context of random vectors with elliptically symmetric
(in particular Gaussian) and related distributions (e.g., log-normal, truncated Gaussian, mixture
of Gaussian) is the so-called spheric-radial decomposition (SRD), which allows the simultaneous
computation of values and gradients by means of spherical integrals, [1, 2, 3, 4]. Moreover,
we will discuss the derivation of an analytic formula for the control-times-uncertainty-to state
operator and possibly nonsmooth necessary optimality conditions.
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The Strong Total Cover Problem (STCP) is a novel covering problem defined on an undirected
graph G = (V, E), where the goal is to find a minimum subset D C V U E such that every
element of V' U F is covered: a vertex covers itself and all incident edges, while an edge covers
itself and its two endpoints. This model generalizes the classical Vertex Cover and Edge Cover
problems; but the stricter covering rules make it fundamentally different from the well-studied
Mixed Dominating Set Problem (MDSP), where a vertex dominates its neighbors and incident
edges, while an edge dominates its endpoints and adjacent edges. In this talk, we provide an
overview of some results on STCP from polyhedral and algorithmic perspectives, while highlight-
ing its connections to MDSP. We introduce the associated polytope, namely the Strong Total
Cover Polytope, and derive several families of valid inequalities, some of which are shown to be
facet-defining. In particular, we obtain complete linear descriptions for specific graph classes
such as trees and cycles. From a computational perspective, we establish complexity results on
general graphs and identify polynomially solvable cases. We also study approximation aspects,
highlighting connections with classical results on vertex and edge domination. Finally, we dis-
cuss the relationship between STCP and MDSP, showing how the two frameworks complement
each other and open up new directions for the study of covering and domination polytopes.
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Within an energy community, the electricity consumed is generally not correlated with the
energy produced. Thus, two types of periods can occur: (1) a period when consumption exceeds
production, meaning consumers must purchase the shortfall from a supplier, and (2) a period
when consumption is lower than production, meaning producers must sell their surplus back to
the grid. Limiting these periods of deficit and surplus would maximize self-consumption within
the community, thereby reducing energy costs.

The objective of this work is to establish a strategy to encourage companies to modify their
consumption in order to make the best use of the energy produced within the community.

Demand side management encompasses various approaches aimed at aligning consumption
with production. Among these, load shifting is the most widespread method, but in our context,
flexible load shaping is more appropriate [1]. This approach relies on the willingness and the
ability of consumers to adjust their demand in exchange for incentives.

The issue addressed in this work has been mainly studied in the context of low-voltage
networks [1, 2]. The case of high-voltage networks, typically associated with companies, has been
explored much less and has several specifities. In particular, for legal and regulatory reasons,
the communities are composed of few consumers but of high impact on the electricity network,
compared to low-voltage networks were there are a large number of consumers with low individual
impact on the electricity network. In addition, the consumption profiles of such consumers are
less predictable than those of individuals, making their management more complex.

We define consumer flexibility as his ability to shift consumption throughout the day. As-
suming the consumer flexibilities are unknown, we propose an iterative deal mechanism aimed
at increasing the energy community’s self-consumption rate. The problems of calculating the
deals and the consumer responses can be formulated as MILPs.
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In the railway industry, as well as in other branches of transportation, the construction of
yearly schedules for drivers is a key step of the planning process [1]. Due to the high complexity
of the problem, the SNCF applies a classical two-step approach. In a first step—the Crew
Scheduling—, driving tasks (assumed to be the same every week) are combined together to form
daily duties. In a second step—the Cyclic Crew Rostering—, these duties are organized so as
to form cyclic rosters, one per team of drivers.

The sequential nature of this approach results in sub-optimal solutions [2]. Additionally, this
approach does not account for uncertainties, which is known to lead to increased costs due to
train delays.

In this work, we propose to modify this approach by handling the two steps simultaneously
and by including stochastic constraints, so as to tackle both suboptimality and train delays.
This “integrated” approach relies on column generation and models exactly the impact of train
delays on crew rosters when the delay distributions are known. A contribution is the modeling
of the pricing sub-problem as a Resource Constrained Shortest Path Problem, within the setting
of Parmentier [3]. In particular, distributions are kept as a resource and the stochastic order is
used to discard paths in a label correcting path enumeration algorithm.

In the case where there is no train delays, the integrated approach has already been able to
provide a solution to a regional freight instance of 280 trains, with a cost 8% lower that the one
achievable with the current sequential approach. In the case with train delays, the integrated
approach showed significant reduction in the impact of these delays on the previous solution,
while having a cost lower than with the current sequential approach.
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In this talk we will propose a notion of geodesic extrapolation in the Wasserstein space and
more generally in a metric space. This notion appears to be a convex optimization problem.
We then discuss an extension of this problem: the Generalized Wasserstein Barycenter. It is a
Wasserstein barycenter with multiple positive and negative weights. Finally we will discuss a
convex relaxation of this problem and some cases when the relaxation appears to be tight.
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Stochastic Gradient Descent (SGD) is an algorithm widely used to tackle high dimensional
convex (possibly smooth) optimization problems that are very common in machine learning.
This algorithm has first been proposed in the pioneering work of [1] but was studied under very
strong variance assumptions that are virtually never verified in practice. Since then, an extensive
body of work has emerged to develop frameworks that are both realistic and provide rigorous
performance guarantees for SGD. In this talk, we propose to provide a brief yet thorough account
of the assumptions underlying the analysis of SGD, highlighting the contexts where each has
been relevant. However, despite a very rich literature, some open questions still surround SGD.
Historically, most results on SGD in the convex and smooth setting were presented in the form
of bounds on the ergodic function value gap and until very recently it remained unknown if
the last iterate could achieve similar performance. We will present a result that answers this
question positively, a result that was independently established in [2].
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This talk is concerned with a class of risk-neutral stochastic optimization problems defined
on a Banach space with almost sure conic-type constraints. This kind of problem appears in
the context of optimal control with random differential equation constraints where the state
of the system is further constrained almost surely. For this class of problems, we investigate
the consistency of optimal values and solutions corresponding to sample average approximation
(SAA) as the sample size is taken to infinity. Consistency is also shown in the case where a
Moreau—Yosida-type regularization of the constraint is used. The existence of Lagrange multi-
pliers can be guaranteed under Robinson’s constraint qualification with an appropriate choice
of function space for the constraint. Our assumptions allow us to also show consistency of SAA
Karush-Kuhn—Tucker conditions. This work provides theoretical justification for the numerical
computation of solutions frequently used in the literature and in experimentation.
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We introduce linear surrogate functions for modeling inequality constraints to solve con-
strained blackbox optimization problems with the Augmented Lagrangian CMA-ES [1, 2]. Each
surrogate is constructed from a binary classifier that predicts the sign of the constraint value.
The classifier, and consequently the resulting algorithm, is invariant under sign-preserving trans-
formations of the constraint values and can handle binary, flat, and deceptive constraints. Some-
what surprisingly, we find that adopting a sign-based classification model of the constraints al-
lows to solve classes of constrained problems which cannot be solved with the original Augmented
Lagrangian method using the true constraint value.
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As power systems integrate increasing shares of renewables, distributed energy resources,
and complex market mechanisms, ensuring secure and efficient operation becomes ever more
challenging. Conventional approaches such as dynamic security assessment and AC Optimal
Power Flow (AC-OPF) are computationally demanding, which has motivated the use of machine
learning (ML) to reduce computational cost and enhance situational awareness. However, several
barriers remain: the lack of high-quality training data can limit model performance; power
system physics must be respected to ensure feasibility; and the black-box nature of ML methods
hinders their adoption in critical infrastructure.

In this talk, I will present recent advances addressing these challenges. First, I will highlight
the role of high-quality datasets and show how to generate samples that meaningfully capture
system security boundaries, reflecting both static and dynamic criteria [1]. Second, I will present
physics-informed graph neural networks as promising tools for efficient N-k contingency screen-
ing [2]. Finally, I will discuss how neural network verification can be used to rigorously enforce
constraints [3], and introduce verification-informed ML techniques for AC-OPF that explicitly
minimize worst-case violations during training.

Together, these approaches provide certified guarantees of constraint satisfaction, ensure
physically realizable operating points, and enable substantial computational savings, offering a
pathway toward trustworthy ML for secure power system operation.
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In 1992, Bollobas and Meir [1] showed that for any n points in the k-dimensional unit cube
[0,1]%, k > 2, one can always find a tour z1,..., 2, through these n points with

n
3w — @i < e K2
=1

where |z — y| is the Euclidean distance between z and y, 41 = x1, and ¢ is an absolute
constant depending only on k. Remarkably, this bound does not depend on n, the number of
points. They further conjectured that the best possible constant for every k > 2 is ¢, = 2 and
showed that it cannot be taken lower than that. The conjecture is only known to be true for
k = 2 due to Newman [2]. Recently, Balogh, Clemen and Dumitrescu [3] revised the conjecture
for k = 3 by showing that cg > 4- (%)% > 2.17. They also gave the best currently known bounds
cx < 2 -6.709% and, for large k, ¢, < 2.91F - (1 + oj(1)).

We reduce the gap between the lower and upper bounds on ¢ from exponential to linear by
showing that ¢, < min(6(k + 1),2e(k + 2)). Moreover, we prove that for large k& the conjecture
holds asymptotically, i.e. show that ¢, = 240x(1). We obtain similar results for related problems
on Hamiltonian paths and perfect matchings in the unit cube. To achieve this, we substantially
improve the ball packing argument used in previous works and exploit connections with optimal
(with respect to the minimum angle) spherical codes.
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While many approaches were developed for obtaining worst-case complexity bounds for first-
order optimization methods in the last years, there remain theoretical gaps in cases where no
such bound can be found. In such cases, it is often unclear whether no such bound exists
(e.g., because the algorithm might fail to systematically converge) or simply if the current
techniques do not allow finding them. In this work, we propose an approach to automate the
search for cyclic trajectories generated by first-order methods. We then show that the heavy-
ball (HB) method provably does not reach an accelerated convergence rate on smooth strongly
convex problems. More specifically, we show that for any condition number and any choice of
algorithmic parameters, either the worst-case convergence rate of HB on the class of L-smooth
and p-strongly convex quadratic functions is not accelerated (that is, slower than 1 — O(k)), or
there exists an L-smooth p-strongly convex function and an initialization such that the method
does not converge. To the best of our knowledge, this result closes a simple yet open question
on one of the most used and iconic first-order optimization techniques. Our approach builds on
finding functions for which HB fails to converge and instead cycles over finitely many iterates.
We analytically describe all parametrizations of HB that exhibit this cycling behavior on a
particular cycle shape, whose choice is supported by a systematic and constructive approach to
the study of cycling behaviors of first-order methods. We show the robustness of our results to
perturbations of the cycle, and extend them to a class of functions that also satisfy higher-order
regularity conditions.
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Introduced by Polyak in 1966, the class of strongly quasiconvex functions includes some
interesting nonconvex members, like the square root of the Euclidean norm or ratios with a
nonnegative strongly convex numerator and a concave and positive denominator. In this talk
we survey the most relevant examples of strongly quasiconvex functions and results involving
them available in the literature at the moment. In particular, we recall some recent algorithms
for minimizing such functions, and hint toward some directions where additional investigations
would be welcome.
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We address the problem of energy-efficient control of Heating, Ventilation, and Air Condition-
ing (HVAC) systems in airports which account for more than 40% of their overall consumption
[1]. For this task, classical PID (Proportional Integral Derivative) controllers are generally used
but do not explicitly account for energy consumption and lack predictive capability regarding
future disturbances. As airports represent an especially demanding case due to large-scale non-
linear dynamics and exogenous factors such as weather and passenger flows, there is a need for
new control algorithms dedicated to the HVAC.

To do so, we formulate the task as a Constrained Rolling Horizon Optimal Control problem
where the objective is to reduce energy use while ensuring comfort and respecting operational
constraints [2]. We focus on direct multiple-shooting transcription to obtain a Non-Linear Prob-
lem, which can then be solved via Sequential Quadratic Programming or Interior-Point methods
as they naturally handle constraints and scale to large systems. It provides a solid baseline com-
pared with PID controllers and our preliminary results confirm measurable gains in efficiency
while maintaining comfort.

The main challenges lie in obtaining accurate information about the system dynamics and
handling uncertainty. First, we investigate parametric estimation of equipment consumption in
order to construct a cost function directly from operational data. Secondly, we consider grey-box
approaches such as Autoregressive Models for interpretability and black-box parameterizations
such as recurrent and graph-based Neural Networks to capture nonlinear spatio-temporal cou-
plings between airport zones. In parallel, we study both statistical and learning-based approaches
for uncertainty estimation. Among these, Variational Autoencoders (VAEs) appear as a promis-
ing direction to capture latent variability and generate probabilistic forecasts to be integrated
into predictive control. We also plan to explore robust and stochastic model predictive control
to compare worst-case guarantees with probabilistic estimation performance.

This aims to contribute both methodologically and practically by establishing scalable strate-
gies for embedding data-driven models into Optimal Control. One hopes that the developed
methods can generalize across airports with diverse topologies and operating conditions.
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We study a family of preconditioned primal dual algorithms for convex-concave saddle point
problems by the dynamics introduced in [1]. For algorithms of proximal type, which have
a simple form in the case of linear constrained problems, we establish a non ergodic linear
convergence rate. These algorithms are different from the primal dual algorithms in [2] and [3].
For algorithms of gradient type or with a gradient type subiteration, we establish a non ergodic
convergence rate of O(1/k) and show that the sequence of iterates weakly converges to a primal
dual optimal solution. Finally, we present numerical experiments to indicate our well performed
preconditioned primal dual algorithms.
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Motivated by game-theoretic models of crowd motion dynamics, this paper analyzes a broad
class of distributed games with jump diffusions within the recently developed a-potential game
framework. We demonstrate that analyzing the a-Nash equilibria reduces to solving a finite-
dimensional control problem. Beyond the viscosity and verification characterizations for the
general games, we explicitly and in detail examine how spatial population distributions and
interaction rules influence the structure of a-Nash equilibria in these distributed settings, and
in particular for crowd motion games.

Our theoretical results are supported by numerical implementations using policy gradient-
based algorithms, further demonstrating the computational advantages of the a-potential game
framework in computing Nash equilibria for general dynamic games.
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As climate change necessitates a transition away from fossil fuels, hydrogen emerges as a
promising alternative. Additionally, hydrogen-natural gas mixtures provide a viable interim
strategy for reducing greenhouse gas emissions. As a result, there is a growing interest in
modeling and optimizing the flow of these mixtures in networks. Operating these networks
requires satisfying physical and safety constraints while balancing multiple objectives, such as
maximizing profit, minimizing costs, increasing the hydrogen share, or reducing emissions, which
often conflict with each other.

To address these challenges, we present a mathematical model, the so-called mizture model,
that describes the flow of gas mixtures in networks. The model is based on the physical prin-
ciples of the isothermal Euler equations and the mixing of incoming flow at nodes. Building
on this model, we formulate a framework for multi-objective optimization problems that re-
flect the competing objectives occurring in gas network operation. This framework allows us to
compute optimal compromises between the objectives and we show that for a certain class of
objectives such optimal compromises exist. We also provide a numerical example to showcase
the effectiveness of the proposed idea.
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We introduce a decision-focused scenario generation framework for contextual two-stage
stochastic linear programs that bypasses explicit conditional distribution modeling. A neural
generator maps a context z to a fixed-size set of scenarios {&,(2)}5_;. For each generated col-
lection we compute a first-stage decision by solving a single log-barrier regularized deterministic
equivalent whose KKT system yields closed-form, efficiently computable derivatives via implicit
differentiation.

The network is trained end-to-end to minimize the true (unregularized) downstream cost
evaluated on observed data, avoiding auxiliary value-function surrogates, bi-level heuristics,
or differentiation through generic LP solvers. Unlike single-scenario methods, our approach
natively learns multi-scenario representations; unlike distribution-learning pipelines, it scales
without requiring density estimation in high dimension. We detail the barrier formulation, the
analytic gradient structure with respect to second-stage data, and the resulting computational
trade-offs.

Preliminary experiments on contextual synthetic instances illustrate that the method can
rival current state-of-the-art methods, even when trained on small amounts of training data.
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Consider the problem of constrained stochastic multi-objective optimization. We are inter-
ested in minimizing a set of objectives subject to inequality constraints, all of which are twice
differentiable and have the functional form of an expectation of a stochastic quantity of interest.

Since we rarely have access to analytic expressions for the expectations of either the objectives
or the constraints, we try to find the minima through stochastic approximation. However,
complications arise due to the uncertain nature of the stochastic quantities of interest. Not only
is it complicated to project onto the constraint set, but the evolution of the primal and dual
problems are now coupled, leading to oscillations that can inhibit convergence to a saddle point
without setting an arbitrary upper limit [1]. Moreover, even after arriving at a stationary solution
which is asymptotically viable, it is still relatively unexplored how to assess its admissibility.

We propose a saddle point algorithm to solve constrained stochastic multi-objective opti-
mization problems. The first ingredient to our approach is the stochastic multi-gradient, which
we use as a common direction of descent for all objectives [2]. The second is a dual step which
dynamically adjusts the value of the Lagrange multipliers for the problem.

We go on to prove the convergence of our approach almost surely to the Pareto set.
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In this work, we study collective self-consumption energy communities formed within resi-
dential buildings, where houses jointly invest in photovoltaic (PV) panels and a shared electricity
storage system. Each house can satisfy its electricity demand using PV generation, the shared
battery, or the main grid. Any surplus PV energy can either be stored in the battery or sold
back to the grid; however, direct energy exchanges between houses are not permitted. Each
house is equipped with a smart meter that monitors electricity consumption over time.

A central community manager is responsible for allocating the PV-generated electricity at
each time step. The operational plan must satisfy key technical constraints: (i) a house cannot
charge and discharge the battery simultaneously, and (ii) a house cannot buy and sell electricity
to the grid within the same period.

We incorporate battery health considerations by explicitly tracking the number of charging
cycles. A charging cycle is defined as the period between the transition from discharging to
charging and the subsequent transition from charging to discharging. This feature allows us to
better capture the long-term operational impact of storage usage.

We formulate this problem as a mixed-integer linear programming (MILP) model to deter-
mine an optimal electricity distribution plan for the community, accounting for battery cycling
dynamics. Moreover, we exploit structural properties of the problem to show that it can be
solved efficiently using dynamic programming techniques inspired by classical lot-sizing algo-
rithms [1, 2]. Finally, we test our algorithms on real-life instances to validate their performance
and practical applicability.
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This talk is devoted to recent results on the approximation of high-dimensional HJB PDEs
with supervised learning. We will discuss supervised learning of high-dimensional value functions
using high-order data, a.k.a. Sobolev training [1]. We expand our previous work on gradient-
augmented learning for value functions [2] to incorporate second-order (Hessian) information.
Unlike gradient information that is available directly from PMP solvers, the Hessian values is
recovered by solving a non-autonomous Riccati equation depending on the optimal trajectory.
Hence, it is crucial to understand the dimension/nonlinearity regime where the cost of obtaining
second-order information is justified in term of data efficiency.
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We investigate optimal control strategies for probability distributions governed by linear
and nonlinear Fokker-Planck (FP) equations, with a particular focus on McKean-Vlasov (MV)
dynamics. These equations describe the time evolution of interacting particle systems under a
stochastic external force and play a central role in statistical physics and collective behaviour.
By controlling these dynamics, we aim to accelerate convergence to equilibrium and stabilise
metastable or unstable steady states, i.e., to control the long-time behaviour of FP equations.

We develop two approaches inspired by [1]. Both modify the confining potential via space-
and time-dependent controls. First, for the linear FP equations [2], we consider the case in which
there is a unique equilibrium and introduce a spectral optimal control framework based on the
ground-state transformation to a Schrodinger operator. A gradient-based iterative scheme that
combines Pontryagin’s maximum principle with Barzilai-Borwein updates computes controls
that target slow modes, thus accelerating the convergence to the unique steady state. Second,
for MV (nonlinear FP) [3], we treat equations that may admit multiple equilibria, for which
our goal is to accelerate convergence to a chosen steady state. We design feedback controls
derived from a linear-quadratic problem built on the linearisation around this steady state and
involving a Riccati operator. We rigorously prove that the proposed approach stabilises the
desired equilibrium at a chosen rate § > 0.

Numerical experiments on Kuramoto and O(2) models (with magnetic field), ill-conditioned
Gaussian, and double-well potentials in one and two dimensions demonstrate that our approaches
accelerate convergence to equilibrium and stabilise otherwise unstable states. These results
fall within PDE-constrained optimisation and stabilisation, connecting continuous optimisation,
spectral methods, and controlled sampling.
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Abstract

The Cable Routing Optimization Problem (CROP) is a multi-flow routing task cen-
tral to industrial layouts and smart manufacturing installations. We formulate CROP as a
cable-wise separable, block-diagonal Quadratic Unconstrained Binary Optimization Problem
(QUBO) and derive conservative penalty bounds that preserve feasibility. Exploiting this
structure, we introduce a decomposition pipeline that builds one QUBO per cable, trans-
form each QUBO into a Hamiltonian and solves the subproblems with Variational Quantum
Eigensolver (VQE). Finally the solutions per cable are merged into a global routing assign-
ment. This procedure reduces the per-run qubits from the full problem size to those of a
single cable subproblem. We test our performance on different cable routing optimization
problems varying in size utilizing Qiskit’s SamplingVQE. Our findings indicate that a de-
composed VQE approach attains feasible, and optimal, layouts over a range of cable-routing
problems.
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Rational behaviour of agents is a classical assumption in game theory. However, as seen from
various experiments, rationality is limited when human agents make decisions. Prospect theory
models the non rational behaviour of human agents arising from a subjective perception of risk.
While Prospect theory has been used in economics, it has not been widely applied in game theory.
We apply Prospect theory in games with aggregative structure. Such games arise, for example, in
electricity markets where strategic end users are exposed to risk. We show that the irrationality
of the agents is seen to modify the structure of the set of Nash equilibria [1]. Further, we obtain
conditions under which equilibria are preserved or vanished. Taking a system-wide perspective,
we show how the impact of irrational behaviour on the equilibria can be controlled by learning
optimal values of a system price parameter [2]. Thus, even in the presence of irrationality, a
coordinator can drive system behaviour in a desired direction.
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Large Language Models (LLMs) have demonstrated great promise in generating code, es-
pecially when used inside an evolutionary computation framework to iteratively optimize the
generated algorithms. However, in some cases they fail to generate competitive algorithms or
the code optimization stalls, and we are left with no recourse because of a lack of understanding
of the generation process and generated codes. We present a novel approach to mitigate this
problem by enabling users to analyze the generated codes inside the evolutionary process and
how they evolve over repeated prompting of the LLM. We show results for three benchmark
problem classes and demonstrate novel insights. In particular, LLMs tend to generate more
complex code with repeated prompting, but additional complexity can hurt algorithmic perfor-
mance in some cases. Different LLMs have different coding “styles” and generated code tends to
be dissimilar to other LLMs. These two findings suggest that using different LLMs inside the
code evolution frameworks might produce higher performing code than using only one LLM.
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Nuclear power plants have historically been inflexible generators, designed for baseload op-
eration, generating a steady output of high power at low variable cost. This conflicts with the
flexibility demands that high renewable penetration impose over power systems. However, it is
possible, as some countries like France demonstrate daily [1, 2] , to operate nuclear power plants
in a more flexible manner to perform load-following operations. Due to the unique characteristics
of nuclear reactions as heat sources, reactors are subject to certain constraints, such as Xenon
transients, which require specific modeling to represent their behavior [3]. We present a tight
formulation for this constraint, which enhances existing literature formulations [4, 5]. We also
present novel formulations for modeling the minimum stable time problem with more nuance.
We finally provide a case study based on the RT'S-GMLC to show the increase in computational
efficiency of our improved formulation and the advantages presented by our novel formulations.
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We study non-convex online optimization problems with delay and noise by evaluating dynamic
regret in the non-stationary setting when the loss functions are quasar-convex. In particular,
we consider scenarios involving quasar-convex functions either with Lipschitz gradients or with
weak smoothness, and in each case, we establish bounded dynamic regret in terms of cumula-
tive path variation, achieving sub-linear rates. Furthermore, we illustrate the flexibility of our
framework by applying it to both theoretical settings, such as zeroth-order (bandit), and prac-
tical applications with quadratic fractional functions. Moreover, we provide new examples of
non-convex functions that are quasar-convex by proving that the class of differentiable strongly
quasiconvex functions is strongly quasar-convex on convex compact sets. Finally, several numer-
ical experiments validate our theoretical findings, illustrating the effectiveness of our approach.

92



PGMODAYS 2025 Invited and contributed talks

Robust Mean Field Control: Stochastic Maximum
Principle and Risk-averse Mean Field Games

1

Francois Delarue! Pierre Lavigne?

!University of Nice Cote d’Azur, France, francois.delarue@unice.fr
2University of Nice Cote d’Azur, France, pierre.lavigne@unice.fr.

Keywords: Robust mean field control, Risk-averse mean field games, Stochastic maximum
principle, Quadratic backward stochastic differential equation.

This paper introduces and examines a novel class of robust mean field control problems, formu-
lated in a min-max framework where mean field interactions are subject to uncertainty:

supinf {R(4,9) = S(a)}. ®)

where R(¢,q) = Q(qT,Xﬁ) + ]E[fOT qs0(s,1s)ds] and S(q) = E[fOT qsf*(s, Yy, ZF)ds]. The first
player, called central planner, controls its state process X via the control ¢ € A and the second
player, called the nature, controls an equivalent probability measure ¢, parametrized by (Y*, Z*),
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As a toy example, suppose that g(qT7Xéﬁ) = E[ng(Xﬁ)]. The problem solved by the central
planner is a standard stochastic control problem and the problem solved by Nature coincides
with the risk-aversion problem presented in [1, Chapter 6.4]. In the latter reference, the driver f
(dual of f*) is assume to be of linear growth, while we only impose quadratic quadratic growth
assumptions, which is one of the major source of difficulty in the analysis.

The first contribution of this article is the proof of the stochastic maximum principle for the
problem (P). Under appropriate concavity-convexity conditions, we show that this problem has
a unique solution, where the minimizer is fully characterized by the solution of a FBSDE. This
result extends stochastic mean-field control theory to the context of stochastic robust mean-field
problems.

The second contribution is to establish existence and uniqueness results for equilibria in risk-
averse mean field games. We obtain this result in two different cases, depending on whether the
game is variational or not. Up to our knowledge, this work is the first to propose and study risk
averse mean field games under variational form. In the latter case, we interpret the mean field
game FBSDE system as the first-order conditions of a robust mean field control problem.
Applications to finance, control of systemic risk or particle models are presented.
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We study nonsmooth convex minimization through a continuous-time dynamical system that
can be seen as a high-resolution ODE of Nesterov Accelerated Gradient (NAG) adapted to the
nonsmooth case. We apply a time-varying Moreau envelope smoothing to a proper convex lower
semicontinuous objective function f and introduce a controlled time-rescaling of the gradient,
coupled with a Hessian-driven damping term, leading to the inertial dynamic:

E(t) + %iﬂ(t) + % [6() V £y (2()] + <1 + f) 5(t) V fryp) (2(t)) = 0.

Here the parameters have the following roles:

e « > 0: controls the vanishing viscous damping term «/t;

e 3> 0: weights the Hessian-driven damping contribution;

e ~(t) > 0: specifies the time-varying smoothing parameter in the Moreau envelope O

e ~(t) > 0: governs the time-rescaling of the gradient.

It should be noted that the factor 14 S/t in the last term of the dynamic comes naturally from
the high-resolution ODE framework (see, for example, [1]). We provide a well-posedness result
for this dynamical system, and construct a Lyapunov energy function capturing the combined
effects of inertia, damping, and smoothing. For an appropriate scaling, the energy dissipates
and yields decay of the objective function and gradient, stabilization of velocities, and weak
convergence of trajectories to minimizers under mild assumptions. Conceptually, the system is a
nonsmooth high-resolution model of Nesterov’s method that clarifies how time-varying smooth-
ing and Hessian-driven damping jointly govern acceleration and stability. The framework links
and extends lines of work on high-resolution ODEs for NAG, Hessian-driven damping, and
Moreau-envelope/proximal dynamics.
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Wasserstein distributionally robust optimization (WDRO) [1] offers an attractive framework
for model fitting in machine learning as it systematically accounts for data uncertainty. While
the Wasserstein distance is often associated with the curse of dimensionality, recent works have
established generalization bounds with dimension-free sample rates for WDRO [2], similar to
those in empirical risk minimization. However, exact generalization bounds which fully capture
WDRO'’s performance—remain unexplored in general settings. In this work [3], we derive an
exact generalization bound for WDRO with dimension-free sample rates. Our analysis relies
on a careful study of the nonsmooth structure of the robust objective, leading to a unified and
broadly applicable framework.
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The phenomenon of chattering appears in various areas of applied optimal control, as for
example quantum control [1], medicine [2], and aerospace [3]. We say that an optimal trajectory
chatters if it is the unique optimal trajectory joining two points and its control has infinitely
many points of discontinuity. We investigate the problem of chattering in homogeneous linearly
controlled systems, with control taking value on a polyhedron. For such systems, we give a
quantitative bound on the times that an optimal control can switch face of the polyhedron. As
a consequence, we show that the control of an optimal trajectory cannot switch infinitely many
times between two different faces. Our argument is based on sub-differential calculus and Lie
group theory.

References

[1] R. Robin, U. Boscain, M. Sigalotti, and D. Sugny, “Chattering phenomenon in quantum
optimal control,” New Journal of Physics, vol. 24, Paper No. 123037, 15 pp., 2022. doi:
10.1088/1367-2630/acab24.

[2] U. Ledzewicz and H. Schittler, “Singular controls and chattering arcs in optimal control
problems arising in biomedicine,” Control and Cybernetics, vol. 38, no. 4B, pp. 1501-1523,
2009.

[3] E. Trélat, “Optimal Control and Applications to Aerospace: Some Results and Challenges,”
Journal of Optimization Theory and Applications, vol. 154, no. 3, pp. 713-758, 2012. doi:
10.1007/s10957-012-0050-5.

96



PGMODAYS 2025 Invited and contributed talks

A Characterization of Capra-Convex Sets

Adrien Le Franc!  Jean-Philippe Chancelier’ Michel De Lara!  Seta Rakotomandimby?

LCERMICS, Ecole nationale des ponts et chaussées, IP Paris, France, first-name.last-name@enpc.fr

Keywords: Convexity, Fenchel-Moreau conjugate, one-sided linear coupling

This talk is part of the invited session Beyond FEuclidean Convexity: Methods
and Algorithms (organizers: Pierre-Cyril Aubin and Michel De Lara)

We focus on a specific form of abstract convexity known as Capra-convexity, where a con-
stant along primal rays (Capra) coupling replaces the scalar product used in standard convex
analysis to define generalized Fenchel-Moreau conjugacies. A key motivating result is that the
£y pseudonorm — which counts the number of nonzero components in a vector — is equal to
its Capra-biconjugate. This implies that ¢y is a Capra-convex function, highlighting potential
applications in statistics and machine learning, par- ticularly for enforcing sparsity in models.
Building on prior work characterizing the Capra-subdifferential of £y and the role of source norms
in defining the Capra-coupling, we present in this talk a characterization of Capra-convex sets.
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In order to accelerate the connection of renewable energies and flexibility resources while
limiting costs for the community, RTE-the French transmission system operator—has adopted a
strategy of optimal grid sizing, which consists of operating the grid as close as possible to its
limits. To this end, RTE aims to better anticipate congestion risks at the local level on D-1.

Short-term network security analysis studies generally involve considering the best forecasts
for consumption and renewable energy production (wind and solar) on each bus and simulat-
ing the network, with load flow calculations and sensitivity analysis, in the states N (“pre-
contingency”) and N — 1 or N — k (“post-contingency“). The result is a deterministic value for
the flows on each line, for each state, which can be compared with the Permanent Admissible
Transmission Loading (PATL). In this paper, we propose to construct a D-1 congestion signal
using a new security analysis approach consisting of calculating a probability distribution of
flows for each line and each network state, taking into account historical forecast errors (con-
sumption, wind and solar).

The proposed approach consists in identifying, for each monitored branches, the influential
load or renewable generation assets on which we apply an uncertainty model based on historical
forecast errors, centered on our best forecast. The resulting probability distributions are then
combined, with Probabilistic DC load flow approach using Monte Carlo Simulations [1] and
Schaake Shuffle technique [2], to estimate a probability distribution of the flow. The position of
the branch PATL in relation to this distribution is then used to construct the congestion signal.
This approach was evaluated using historical data from an area in Picardie (France) where 46
MW of wind energy is connected. By comparing our congestion signal calculated based on the
D-1 grid forecast with actual flows, we were able to assess the relevance of our approach for this
use case.
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Transportation network design, or the problem of optimizing infrastructure for a societal
goal, subject to individual travelers optimizing their behavior for their own preferences arises
frequently in many contexts. However, it is also an NP-hard problem due to the leader-follower
or bi-level structure involving a follower objective that is different from yet significantly affects
the leader objective. Creating exact methods has been particularly difficult for the continuous
network design problem (CNDP), in which leader variables are continuous, because of the many
nonlinearities arising therein. We present an exact algorithm for the CNDP based on using
the high-point relaxation, i.e., the system optimal CNDP, and value function cuts to find lower
bounds and solving the traffic assignment follower problem to find upper bounds. We introduce
a convex relaxation and a spatial branching scheme to handle the non-convexity of value function
cuts. This leads to a spatial branch-and-cut algorithm that gradually cuts out bi-level infeasible
points from the feasible region of the CNDP. To enhance computational performance, we outer-
approximate nonlinear convex functions and use column generation to obtain a sequence of linear
programs that can be solved relatively quickly. We show that, for a predefined €, our spatial
branch-and-price-and-cut algorithm converges to e-optimality. Compared to prior work on exact
methods for CNDP, we can find e-optimal solutions for the same small test networks in much less
time, or solve CNDP on problem instances based on networks that are two orders of magnitude
larger than those used in the literature.
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We consider a manufacturing facility producing multiple finished products on a single ca-
pacitated machine. The production activities in this facility require energy under the form of
electricity. We assume that this electricity is provided by a grid-connected decentralized energy
system comprising renewable energy conversion devices (e.g., photovoltaic panels) and an en-
ergy storage system (e.g., lithium-ion batteries). We seek to simultaneously plan the industrial
production and the energy supply of this facility over a short-term horizon comprising a few
days and divided into a discrete set of periods. Specifically, this plan should determine, for each
period, the timing of the startup operations to be carried out on the machine and the size of
the production lots for the items to be manufactured, as well as the amount of energy to be
purchased from the national grid and the quantities to be charged into or discharged from the
batteries.

The joint optimization of the short-term production plan and of the energy supply plan is
made particularly challenging by the uncertainties on the demand for the finished products and
on the renewable power generation. In this work, we consider a multi-stage decision process in
which the actual value of the uncertain parameters is revealed progressively over time and some
planning decisions can be adjusted after the realization of these parameters. This leads us to
develop a multi-stage stochastic integer programming approach for the problem.

We introduce a dynamic-programming type formulation of our multi-stage stochastic integer
problem taking the form of a set of nested single-stage sub-problems linked together by cost-to-
go functions. The sub-problem corresponding to stage 0 is a mixed-binary linear program while
the sub-problems corresponding to the later stages are linear programs.

We propose a novel solution approach based on the hybridization of a branch-and-cut al-
gorithm with a stochastic dual dynamic programming algorithm. Through computational ex-
periments on a diverse set of randomly generated instances, we show that our hybrid algorithm
outperforms benchmark methods in both solution quality and speed, particularly for medium to
large instances involving a large number of decision stages.
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While gradient descent method on Euclidean spaces is deeply studied, similar results on
nonlinear metric spaces are still underdeveloped. Due to the lack of linearity, the usual definition
of subgradient can not be directly adapted. In this work, directional derivatives along geodesics
of functions defined on a p-uniformly convex metric space (G, d) are introduced. The necessary
condition for being a local minimizer of f turns out to have nonnegative directional subderivative
along all geodesics. If f is strongly convex, then this condition is also sufficient. Based on
optimality conditions, algorithms such as basic descent method and steepest descent method are
designed and analyzed. Meanwhile, a linear convergence result of the steepest descent method
under Polyak-Y.ojasiewicz property or strong convexity is proved. This work is intended to serve
as a foundational result for further research on this topic.
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This talk is part of the invited session Beyond FEuclidean Convexity: Methods
and Algorithms (organizers: Pierre-Cyril Aubin and Michel De Lara)

Nonnegative cross-curvature is a geometric condition related to a pseudo-Riemannian metric
defined on a space X X Y endowed with a cost ¢ : X x Y — R. Originally introduced in
relation to the regularity theory of optimal transport, it found recently a surprising link with
optimization, providing a convenient framework to generalize classical optimization algorithms
[1]. In order to work with infinite dimensional spaces and non-smooth costs, we introduced a
synthetic formulation for nonnegative cross-curvature and generalized several known results [2].
This condition is similar in spirit (and actually tightly related) to nonnegative curvature bounds
& la Alezandrov. In particular, our main interest are spaces of (probability) measures. We
showed that several distances and divergences satisfies this condition, such as the Hellinger and
the Fisher-Rao distances or the Kullback-Leibler divergence. Our main result concerns however
optimal transport costs 7. defined on P(X) x P(Y):

)= wf [ ooy )
YEL () J X Yy

where T'(u, v) is the set of admissible transport plans, i.e. the subset of probability measures on
X x Y with first marginal g and second marginal v. Then, the space (P(X) x P(Y),7.) has
nonnegative cross-curvature if and only if (X x Y, ¢) does as well. Notably, this implies that the
celebrated Wasserstein distance squared W2 (for X =Y = R? and c¢(z,y) = |= — y|? in (1)) has
non-negative cross-curvature, which opens up interesting perspectives related to optimization in
the Wasserstein space.
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In this talk we present results from [2], where we study the convergence of an N-player game
to a limit model with a continuum of players as N — co. We focus on the convergence of Nash
equilibria to Cournot-Nash equilibria. Given a positive integer N and a tuple (xi)i]\il C X,
where z; is the type of player i, each player minimizes an individual cost depending on their
type and a symmetric pairwise interaction of the form:

. . . . detl. 2
minimnize g (335 y—i) L (i) + L) + 1 0 H w0 1)
J#i

In the continuum case, Cournot-Nash equilibria are described by a measure v € Z2(X x ))
with (mx)fy = p, the fixed distribution of players, and satisfying the following fixed point
condition

5 <{(x,y) .y € argmin ¢(z,-) + L(-) + 2/yH(z7 -)dv(z)}> =1 (2)

where v = (Wy)u’y. The N-player game, is obtained by describing players as an i...d. sample
of . We show convergence in two cases: open loop, where players choose strategies before the
sample is realized, and closed loop, where they choose with knowledge of it.

We show that both the N-player games and the continuum game have a potential structure
and characterize equilibria by a stationarity condition on the potential function, improving on
the minimality condition of Blanchet and Carlier [1]. We then show that the potential functions
in both open and closed loop cases I'-converge to the continuum potential, while the first is
stated as a convergence of random measures, the second is a I'-convergence with full probability.
Combining this with the stationarity characterization, we prove that any convergent sequence
of Nash equilibria has a Cournot-Nash equilibrium as its limit. Finally, we discuss applications
to Lagrangian Mean-Field Games such as [3].
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The reliable and efficient operation of smart grids is contingent on fast and accurate secu-
rity assessment. Performing such an assessment is increasingly difficult because of the growing
complexity and uncertainty of modern power grids. As traditional power flow simulations based
on iterative methods are computationally intensive, machine learning (ML)-based approaches
have attracted attention. However, such models typically require large amounts of labelled data,
which is time-consuming to acquire via power flow results oracles. To mitigate this, we propose
a deep active learning (DAL)-driven framework [1] that actively selects the most informative
operational points for labelling, thereby reducing reliance on exhaustive iterative methods-based
power flow computations. To the best of the authors’ knowledge, deep active learning has never
been applied to this type of problem, although recent and rare works emerge on the application of
this method to power systems problems [2]. We evaluate multiple DAL query strategies - includ-
ing Monte Carlo dropout and batch active learning by diverse gradient embeddings (BADGE)
- on a binary classification task to detect congestion in a low voltage network (namely the
IEEE European low voltage test network (ELVTN)). Results show that DAL methods signif-
icantly reduce the number of training labelled samples required over the random baseline on
the considered security assessment dataset. Our findings suggest that deep active learning is
a promising avenue for accelerating the training of ML-models for smart grid applications, by
reducing dependence on costly labelling requiring power flow results from iterative methods [3].
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We consider hierarchical variational inequalities consisting in a (upper-level) variational inequal-
ity whose feasible set is given by the solution set of a (lower-level) variational inequality. Purely
hierarchical convex bilevel optimization problems and certain multi-follower games are particu-
lar instances of nested variational inequalities. Working within a real Hilbert space setting we
combine Tikhonov and proximal regularization terms to develop a double loop algorithm with
convergence guarantees towards a solution of the nested VI problem. A Krasnoselskii-Mann
(KM) iteration serves as the inner loop scheme, involving a set of user-provided parameters
that are updated over time. The involved fixed-point encoding map is user defined, where the
Forward-Backward splitting and the Three Operator Splitting scheme are possible instances for
the KM map. Defining two Gap functions, one measuring optimality and one measuring fea-
sibility, we are able to derive ergodic convergence rates for the inner- and the upper-level. We
present various applications that fit into our framework and some preliminary numerical results.

Session: Recent Advances In Multi-Objective Optimization: Theory Meets Practice
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The increasing penetration of renewable energy requires greater use of storage resources to
manage system intermittency. As a result, there is growing interest in evaluating the opportunity
cost of stored energy, or usage values, which can be derived by solving a multi-stage stochastic
optimization problem. Stochasticity arises from net demand (the aggregation of demand and
non-dispatchable generation), the availability of dispatchable generation, and inflows when the
storage facilities considered are hydroelectric dams.

We aim to compute these usage values for each market zone of the interconnected European
electricity system, in the context of prospective studies currently conducted by RTE using the
Antares simulation tool. The energy system is mathematically modelled as a directed graph,
where nodes represent market zones and arcs represent interconnection links between these zones.
In large energy systems, spatial complexity (thirty nodes in the system, each with at most one
aggregated storage unit) compounds temporal complexity (a one-year horizon modelled with
two timescales: weekly subproblems with hourly time steps).

This work addresses three main sources of complexity: temporal, spatial, and stochastic.
We begin by examining the interaction between temporal and stochastic structures through a
detailed study of information structures in a two-timescale setting for a single-node system, sup-
ported by numerical experiments. Based on this, we extend the framework to the full multinode
case by incorporating a spatio-temporal decomposition scheme. To efficiently compute usage
values, we apply Dual Approximate Dynamic Programming (DADP), which enables tractable
decomposition across both time and space. This approach yields nodal usage values that depend
solely on the local state of each node, independently of the others. To assess the quality of this
approximation, we conduct numerical studies on a three-node system and compare the usage
values obtained via DADP with those computed using traditional methods such as Stochastic
Dynamic Programming (SDP) and Stochastic Dual Dynamic Programming (SDDP). Finally, we
conduct numerical studies on a more realistic system composed of thirty nodes (modelling part
of Europe) and show that DADP scales well.
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We study sequential time-varying optimization, where the underlying reward function evolves
over time and is assumed to lie in a Reproducing Kernel Hilbert Space (RKHS). While classical
Gaussian Process Upper Confidence Bound (GP-UCB) algorithms achieve sublinear regret in
static settings [1], such guarantees typically fail when the reward function drifts unpredictably
[2], creating both theoretical and algorithmic challenges.

To address this, we propose SparQ-GP-UCB, a novel framework that handles time variations
via uncertainty injection (UI), which increases the noise variance of past observations to account
for drift. To mitigate the resulting information loss, we introduce a sparsification and querying
mechanism that strategically updates a limited set of past observations, effectively restoring no-
regret guarantees. This leads to a sparse inference problem under heteroscedastic noise, which
we solve by extending sparse GP methods [3].

We prove that no-regret is achievable under this framework, provided a logarithmic number
of side queries per time step. This offers a concrete solution to the open problem of achieving no-
regret in time-varying settings. Experiments on synthetic and real-world datasets demonstrate
that SparQ-GP-UCB outperforms existing baselines, achieving lower cumulative regret. Building
on this, we introduce W-SparQ-GP-UCB, which employs a windowing strategy to reduce the
number of queries per iteration from O(log(T')) to o(1), and provide a lower bound on the queries
required for no-regret.

These results demonstrate the theoretical rigor and practicality of our approach, making
time-varying optimization broadly applicable to scenarios where continual adaptation is essential.
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In this presentation, we will describe our recent results on the convergence of the Augmented
Lagrangian Algorithm with inexact proximal method, as well as its application to the numerical
approximation of a solution to a mean-field control problem.

The Augmented Lagrangian is an algorithm for the minimization of a convex cost function
which can be written as the sum of two convex functions f and g. Motivated by problems in
which the direct minimization of f + ¢ is difficult but that of the sum of f with a regularization
of g is simpler, the Augmented Lagrangian algorithm proceeds by iteratively minimizing the
latter sum, modifying the regularization of g at each iteration. This regularization is obtained
through a dual principle, so that our regularized problem is the dual problem associated to an
augmented dual cost which penalizes the distance to the dual parameter . A more complete
definition can be found for instance in [1].

Our contribution consists here in studying the behaviour of this algorithm when we cannot
find an exact solution of the regularized problems. More precisely, we use the Frank—Wolfe
Algorithm for the resolution of these problems. We show a sublinear convergence speed for this
method, in terms of the number of calls to the oracle for the Frank—Wolfe Algorithm.

In a second part, we show that this algorithm can be used to find a numerical solution of a
mean-field control problem. Our main idea consists in putting the contribution of the running
cost and the coupling constraint in the function f. The oracle then consists in a numerical
scheme for the coupled system of PDEs Hamilton—Jacobi—Bellman and Fokker—Plank.
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The Kelly mechanism is a proportional allocation auction widely adopted in decentralized
resource allocation systems to share an infinitely divisible resource among competing agents. We
analyze the sequential game it induces when agents have a-fair utilities and behave strategically.
Our main result proves that synchronous best-response updates drive bids to the unique Nash
equilibrium at a linear rate for o € {0,1,2}. Extensive simulations reveal that best-response
dynamics reach equilibrium significantly faster than previously proposed no-regret learning al-
gorithms [1].
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The widespread adoption of Machine Learning (ML) in sensitive domains such as healthcare,
criminal justice, and policy-making has emphasized the importance of interpretability for foster-
ing trust [4] and meeting regulatory requirements [1]. Mathematical Optimization has proven
to be a powerful approach to designing interpretable ML models, as is the case for Risk Scores
[5, 2]. Risk Scores—simple linear classifiers based on logistic regression— stand out for their
transparency since users can easily compute predictions with integer additions.

Recent work [3] proposes a convex Mixed-Integer Non-Linear Optimization (MINLO) for-
mulation to handle the construction of risk scores. However, the resulting MINLO problems
are computationally demanding, due to their large number of integer variables and constraints,
thus posing a major challenge for existing solvers even for small-sized instances. In this talk,
we will revisit the work in [3] and propose alternative solution strategies. In particular, we will
leverage the convexity of the original problem and explore an outer-approximation method. The
practical relevance of our approach is tested in both synthetic and real-world datasets.
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We introduce and analyze a continuous primal-dual dynamical system in the context of the
minimization problem f(z)+ g(Ax), where f and g are convex functions and A is a linear op-
erator. In this setting, the trajectories of the Arrow-Hurwicz continuous flow may not converge,
accumulating at points that are not solutions. Our proposal is inspired by the primal-dual algo-
rithm [1], where convergence and splitting on the primal-dual variable are ensured by adequately
preconditioning the proximal-point algorithm. We consider a family of preconditioners, which
are allowed to depend on time and on the operator A, but not on the functions f and g, and
analyze asymptotic properties of the corresponding preconditioned flow. Fast convergence rates
for the primal-dual gap and optimality of its (weak) limit points are obtained, in the general
case, for asymptotically antisymmetric preconditioners, and, in the case of linearly constrained
optimization problems, under milder hypotheses. Numerical examples support our theoretical
findings, especially in favor of the antisymmetric preconditioners.
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Approximation of functions satisfying partial differential equations is paramount for simulation
of physical fluid flows and other problems in physics. Recent studies related to physics-informed
machine learning [1] have proven useful as a data-driven complement to numerical models for
Partial Differential Equations (PDEs). However, their efficiency and convergence depend on
the availability of vast training datasets. For sparse observations, Gaussian process regression
or Kriging [2, 3] has emerged as a powerful interpolation model, offering principled estimates
and uncertainty quantification. Several attempts have been made to adapt Gaussian processes
conditioned on linear PDEs via artificial or collocation observations [4] and kernel design. These
methods suffer from scalability issues in higher dimensions and limited generalizability. The
aim of our study is to explore the extension of the Kriging predictor - the best linear unbiased
predictor - in the presence of linear PDE information at finite collocation points. We propose two
approaches: 1) A collocated co-Kriging [3, §24.2] with primary observations of the physical field
and auxiliary differential observations; 2) A constrained Kriging optimization problem strongly
satisfying linear PDE constraints at the points of prediction through a Lagrangian formulation.
This work highlights a trade-off between the computational efficiency of the Lagrange multipliers
approach and the strict interpolation of observations.
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We consider linear matrix inequalities (LMIs) A = Ag + 2141 + -+ + 2,4, = 0 with the
A;’s being m X m symmetric matrices, with entries in a ring R. When R = R, the feasibility
problem consists in deciding whether the x;’s can be instantiated to obtain a positive semidefinite
matrix. When R = Q[y1, ..., 4], the problem asks for a formula on the parameters yi, ...,y
which describes the values of the parameters for which the specialized LMI is feasible. This
problem can be solved using general quantifier elimination algorithms, with a complexity that
is exponential in n. In [1], we leverage the LMI structure of the problem to design an algorithm
that computes a formula ® describing a dense subset of the feasible region of parameters, under
genericity assumptions. The complexity of this algorithm is exponential in n,m and ¢ but
becomes polynomial in n when m and ¢ are fixed. We apply the algorithm to a parametric sum-
of-squares problem and to the convergence analyses of certain first-order optimization methods,
which are both known to be equivalent to the feasibility of certain parametric LMIs, hence
demonstrating its practical interest.
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Abstract

Unbalanced optimal transport (UOT) is a natural extension of optimal transport (OT)
allowing comparison between measures of different masses. It arises naturally in machine
learning by offering a robustness against outliers. The aim of this work is to provide conver-
gence rates of the regularized transport plans and potentials towards their original solution
when both measures are weighted sums of Dirac masses.
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Quantile regression extends the classical least-squares regression to the estimation of con-
ditional quantiles of a response variable. In the frequentist approach, the quantile regression
problem is cast as the minimization of a loss function, possibly complemented with regular-
ization terms. The Bayesian counterpart formulates the problem as posterior inference over a
function space. Of particular interest is Gaussian process quantile regression, which formulates
the regression problem as posterior inference over the latent conditional quantiles, where prior
knowledge is encoded in the form of a Gaussian process.

Existing approaches to Gaussian process quantile regression either perform the regression
directly on observed data [1] or resort to sparse approximations to mitigate computational
costs [2]. However, in the latter case, the approximation is typically defined over a small set of
latent auxiliary variables that act as compact representations of the quantile, but whose locations
are fixed in advance, ultimately resulting in suboptimal predictive performance. In this work,
we introduce an adaptive strategy that exploits the Gaussian process predictive variance to
infill the set of auxiliary variable locations. Inference of the posterior distribution over these
auxiliary variables is recast as its Laplace approximation. The impact of finite training data
on the auxiliary variables is estimated through bootstrap resampling. Building on this, we
introduce an active learning strategy that acquires new observations of the response variable
via rejection sampling, with the sampling density guided by the uncertainties in the auxiliary
estimates. Our algorithm combines adaptive auxiliary variable allocation and active learning,
leading to a sequential approach that ensures a rich and well-balanced representation of the
quantile function.

Finally, we extend our quantile regression method and its enrichment criteria to the quantile
minimization problem within a Bayesian optimization framework.
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We introduce SAMBA-GQW, a novel quantum algorithm for solving binary combinatorial
optimization problems of arbitrary degree with no use of any classical optimizer. The algorithm
is based on a continuous-time quantum walk on the solution space represented as a graph. The
walker explores the solution space to find its way to vertices that minimize the cost function
of the optimization problem. The key novelty of our algorithm is an offline classical sampling
protocol that gives information about the spectrum of the problem Hamiltonian. Then, the
extracted information is used to guide the walker to high quality solutions via a quantum walk
with a time-dependent hopping rate. We investigate the performance of SAMBA-GQW on
several quadratic problems, namely MaxCut, maximum independent set, portfolio optimization,
and higher-order polynomial problems such as LABS, MAX-k-SAT and a quartic reformulation
of the travelling salesperson problem. We empirically demonstrate that SAMBA-GQW finds
high quality approximate solutions on problems up to a size of n = 20 qubits by only sampling
n? states among 2" possible decisions. SAMBA-GQW compares very well also to other guided
quantum walks [1] and QAOA [2].
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We study the Multi-Item Capacitated Lot-Sizing Problem (MCLSP) under decision-dependent
uncertainty, where managers can proactively acquire information before committing to produc-
tion decisions. Motivated by settings in which demand is correlated with observable covariates,
such as competitor actions or macroeconomic indicators, we adopt a probing-enhanced stochastic
programming framework. In this setting, decision-makers strategically choose which covariates
to probe, updating conditional demand distributions and enabling more informed production
planning.

Our contributions are threefold. First, we present the first formulation of the MCLSP with
decision-dependent uncertainty, embedding probing actions into a three-stage stochastic pro-
gram. Second, we propose a compact Big-M-free reformulation that eliminates non-anticipativity
constraints, yielding stronger relaxations and improved stability. Third, we extend classical
(k,U) inequalities to this setting and introduce a new family of value-function-based inequali-
ties that link probing with expected recourse costs. These cuts strengthen the formulation and
accelerate convergence.

To solve the model, we design a branch-and-cut algorithm that incorporates the proposed
inequalities and a tailored primal heuristic. This method exploits the decomposable structure
of the problem while remaining tractable on large instances. Computational experiments show
that our formulation with value-function inequalities consistently outperforms classical models,
reducing optimality gaps by up to 85%. The full branch-and-cut algorithm achieves near-optimal
solutions, with average gaps below 1.5% even under tight capacity constraints and large scenario
sets. A value-of-information analysis further highlights the benefits of probing, showing that
limited investments in information can substantially improve cost efficiency and service levels.

Overall, our findings demonstrate the importance of integrating endogenous information
acquisition into stochastic lot-sizing. By combining structured reformulation, valid inequalities,
and exact algorithms, we provide scalable tools for production planning under uncertainty, while
illustrating the broader role of proactive information management in stochastic optimization.
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We study continuity properties of solutions to Bellman equations (Bellman functions) in
discrete-time stochastic optimization and control. Continuity of Bellman functions is important
e.g. in the sensitivity analysis of the Bellman equations with respect to changes of the underlying
probability measure. Continuity is instrumental also for the convergence of various numerical
schemes such as traditional state space discretizations as well as cutting plance approximations
that employ convexity to avoid discretizations which tend to be very sensitive to the dimension
of the state space. Sufficient conditions are given for lower semicontinuity, continuity and Lip-
schitz continuity, respectively, of the Bellman functions with respect to their effective domains.
Requiring continuity only with respect to the effective domains allows for extended real-valued
Bellman functions and more general problem formulations than earlier results on the topic. In
particular, our results allow random constraints which are common in most industrial applica-
tions of stochastic optimization and control.
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This paper is concerned with the monotone inclusion problem
0€ A(x) 4+ D(x) + NCe(x) (1)

where A : H — 2% is a maximally monotone operator on a real Hilbert space D : H — H is
monotone, and the set C C H is the set of zeroes of a cocoercive operator B : H — H. This
is a three-operator formulation of a general class of variational problems, where a constrained
equilibrium of the sum of two maximally monotone operators is requested over a domain, which
admits a representation of the set of zeroes of another single-valued monotone operator . This
abstract formulation has many applications in optimal control and optimization, in particular
those of a hierarchical nature. In particular, convex simple bilevel problems belong to the
above setting, a challenging class of optimization which has received a lot of attention recently.
This talk is based on two parts. In the first, we associate with problem (1) a continuous-time
dynamical system, designed for solving auxiliary problems governed by the inclusion

0 € A(z) + D(x) + ex + B(z).

Depending on whether is cocoercive or not, we establish strong convergence results of the tra-
jectory to the least norm solution of the original problem (1) by leveraging a technical tracking
argument using Lyapunov ideas.

In the second part, we present new ideas how to approach the resolution of inclusions of the
form (1) in presence of stochastic data. We present a class of stochastic differential inclusions
with semimartingale noise, and study its asymptotic convergence. Discrete-time implications
and numerical results close this talk.
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We present a finite-dimensional global numerical approximation for a class of extended mean
field control problems. Our algorithm learns the value function on the whole Wasserstein do-
main, as opposed to a fixed initial condition. We leverage the approximation of the mean field
problem by a finite-player cooperative optimisation problem, due to the propagation of chaos,
together with the usage of finite-dimensional solvers. This avoids the need to directly approxi-
mate functions on an infinite-dimensional domain, and allows for more efficient memory usage
and faster computation.
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This talk deals with algorithms to solve complementarity problems (CPs) of the form
0< F(z) LG(z)>0 (1)

where F' and G are smooth. The reformulation by C-functions transforms (1) into a system
H(x) = 0. These approaches benefit from good local convergence properties (one linear system
per iteration). Global convergence has been the topic of many contributions, particularly those
using the Fischer C-function. Indeed, the associated merit functions are often differentiable,
which allows the algorithms to use their gradient if/when needed. Another C-function is the
minimum, though its nonsmoothness hinders its globalization. However, its properties (finite
termination for LCPs, smaller differential, good performance) motivate its study. [1, 2, 4]

In general, simply solving a linear system may not yield a descent direction of the least-
squares merit function when far from a solution. To ensure this, [3] proposes to find a direction
in a polyhedron instead of solving a linear system. This method can only converge to points
verifying some regularity conditions, as the standard Newton method. To prevent this drawback,
we propose a weighted Levenberg-Marquardt approach which reaches a weakly stationary point.
Naturally, since the considered problem is nonsmooth nonconvex and without assumptions, such
result requires some combinatorial operations, generally of small size — thus they should not be
a major difficulty in practice. These are related to the combinatorial geometry of zonotopes. [5]
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Abstract. Classical hydrothermal dispatch models determine optimal operation policies through
Stochastic Dynamic Programming (SDP), where the Bellman value function represents the long-
term opportunity cost of storable resources such as water or energy. The marginal value of storage
is typically estimated via numerical differentiation of the value function with respect to storage levels,
which requires explicit discretization of the state space. As power systems expand, adding reservoirs,
batteries, and multi-area interactions, this discretization becomes increasingly burdensome and limits
model scalability, particularly under realistic technical constraints and temporal coupling [1].

An alternative formulation based on Reinforcement Learning (RL) is presented, in which the
agent is not trained to learn optimal dispatch actions directly. Instead, the agent is trained to es-
timate the value of storable resources, such as the opportunity cost of water in hydro reservoirs or
energy in batteries. These learned value functions are subsequently used as input in deterministic
optimization problems solved at each decision stage, ensuring feasibility and consistency with system
constraints. Gradient-based policy algorithms, specifically Actor-Critic and Proximal Policy Opti-
mization (PPO), are employed and adapted to focus on state value estimation rather than direct
policy learning [2].

This hybrid approach retains the interpretability and robustness of classical optimization while
incorporating the scalability and adaptability of modern learning techniques. Numerical experiments
in medium-scale power systems confirm the feasibility of this value learning strategy and demon-
strate its potential to significantly reduce computational requirements while maintaining high-quality
operational outcomes.

This methodology is particularly suitable for systems of intermediate scale, such as the Uruguayan
power system, where validation against exact methods remains feasible. As a key contribution, the
proposed approach has been implemented and compared to traditional SDP-based methods using a
realistic model of the Uruguayan system. The results highlight its capacity to replicate the economic
signals of classical models while offering a more scalable and flexible framework. Furthermore, the
proposed methodology provides a foundation for extensions in long-term planning, investment anal-
ysis that involves storage technologies, and operational strategies in non-deterministic renewable
generation patterns [3].
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Synchronous machines, a dominant technology in electric vehicle and industrial drives, exhibit
strong nonlinearities due to magnetic saturation and cross-coupling between current components.
These effects significantly impact efficiency, torque estimation, and control stability, but their ac-
curate representation leads to optimization problems that are inherently non-convex. This talk
presents two convex optimization methodologies that address these challenges, focusing on both
modeling and control.

Convex piecewise affine flux maps with energy conservation. Nonlinear current—flux re-
lations A = (i) obtained from finite element analysis or experiments can be approximated by
piecewise affine (PWA) functions of the form A = Lji + ¢;, ¢ € I;, where {I;} is a valid simplicial
complex. The construction problem is posed as a least-squares fitting subject to semidefinite con-
straints enforcing L; > 0 for all regions, which guarantees monotonicity, invertibility of the map,
and conservation of magnetic energy. The corresponding piecewise quadratic energy function is
strictly pseudoconvex, ensuring global stability properties and passivity of the state-space model.
The resulting convex program is an SDP with quadratic cost and linear matrix inequality (LMI)
constraints. Compared to linear flux models, the PWA approach reduces flux estimation error by
up to 90% while preserving physical structure and real-time implementability.

Optimal reference generation under nonlinear torque constraints. Efficiency-optimized
current setpoints are determined by minimizing copper and iron losses under machine voltage and
torque constraints. The problem can be written as

min i Ri +w?X\TGN st (i, 0) = Ty, |lil] < dmaxs |\ < Amaxs A = Li + 9,
?y

which has a convex quadratic cost but a non-convex feasible set due to the bilinear torque equation.
Nonlinear solvers can only provide local optima, with convergence and runtime strongly dependent
on initialization.

Semidefinite relaxation of ORG. Introducing the lifted variable X = zz " with z = [i,, ig4, iq, 1]
yields a semidefinite program where all quadratic constraints become affine in X via the trace
operator, e.g., x| Apz = tr(A4;X). The relaxed formulation,

g{n;% tr(AoX) s.t. tr(ApX) <bg, tr(AsX) =1,

is convex except for the dropped rank constraint rank(X) = 1. In practice, across the full
torque—speed operating region of a commercial WRSM, all feasible solutions were rank-one, en-
suring that the relaxation recovers globally optimal setpoints. Solver runtimes are reduced by more
than 800% relative to nonlinear programming while providing theoretical optimality guarantees.

Conclusion. Together, these methodologies show how semidefinite programming and convex re-
gression with physical constraints can systematically transform non-convex electric machine control
problems into tractable convex formulations. Beyond synchronous machines, the techniques illus-
trate a general paradigm for applying convex optimization to nonlinear control and energy system
problems.
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With the transition to a fully renewable energy grid arises the need for a green source of
stability and baseload support, which classical renewable generation such as wind and solar
cannot offer due to their uncertain and highly-variable generation. In this paper, we study
whether green hydrogen can close this gap as a source of supplemental generation and storage.
We design a two-stage mixed-integer stochastic optimization model that accounts for uncer-
tainties in renewable generation. Our model considers the investment in renewable plants and
hydrogen storage, as well as the operational decisions for running the hydrogen storage systems.
For the data considered, we observe that a fully renewable network driven by green hydrogen
has a greater potential to succeed when wind generation is high. In fact, the main investment
priorities revealed by the model are in wind generation and in liquid hydrogen storage. This
long-term storage is more valuable for taking full advantage of hydrogen than shorter-term in-
traday hydrogen gas storage. In addition, we note that the main driver for the potential and
profitability of green hydrogen lies in the electricity demand and prices, as opposed to those for
gas. Our model and the investment solutions proposed are robust with respect to changes in
the investment costs. All in all, our results show that there is potential for green hydrogen as a
source of baseload support in the transition to a fully renewable-powered energy grid.

This work was developed in the context of the 16th AIMMS-MOPTA Optimization Modeling
Competition at which it was awarded the First Prize. The full paper can be found at [1].
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Introduction Electric vehicle (EV) adoption depends on timely charging infrastructure re-
vealing a chicken-and-egg dilemma. A formulation is given by the Charging Facility Location-
and-Operation Problem as a bilevel program with continuous linking variables. These variables
hinder the existence or attainability of the solution (Moore and Bard, 1990) and tailored reso-
lution methods often exclude them (Bolusani and Ralphs, 2022).

Methods This work proposes a two-phase multi-cut Benders decomposition (McDaniel and
Devine, 1977) to solve an equivalent MILP of the bilevel program (Kleinert et al., 2021). More
precisely, the proposed approach deal with a master problem accounting for primal variables
while the subproblem provides bilevel feasibility cuts.

Results Computational experiments show that two-phase variants consistently outperform al-
ternatives with lower medians, upper quartiles, and reduced variability. The effect is most
evident on larger networks, where gaps shrink significantly (e.g., from 14.86% to 7.14%).

Conclusion This work solves the charging facility location-and-operation problem using a two-
phase Benders decomposition, which consistently outperforms strong duality and relaxation
methods. Results show systematically lower optimality gaps, reduced dispersion across in-
stances, efficient master problem control through cut clean-up, and robust performance under
varying granularity and route expansion.
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In this article, we study inertial algorithms for numerically solving monotone inclusions in-
volving the sum of a maximally monotone and a cocoercive operator. In particular, we analyze
the convergence of inertial and relaxed versions of the nonlinear forward-backward with mo-
mentum (NFBM). We propose an inertial version of NFBM including a relaxation step and
a second version considering a doubleinertial step with additional momentum. By applying
NFBM to specific monotone inclusions, we derive inertial and relaxed versions of algorithms such
as forward-backward, forward-half-reflected-backward (FHRB), Chambolle-Pock, Condat—-V1,
among others, thereby recovering and extending previous results from the literature for solv-
ing monotone inclusions involving maximally monotone, cocoercive, monotone and Lipschitz,
and linear bounded operators. We also present numerical experiments on image restoration,
comparing the proposed inertial and relaxed algorithms. In particular, we compare the inertial
and relaxed FHRB with its non-inertial and momentum versions. Additionally, we compare the
numerical convergence for larger step-sizes versus relaxation parameters and introduce a restart
strategy that incorporates larger step-sizes and inertial steps to further enhance numerical con-
vergence.
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For a given integer linear program (ILP), a symmetry is a variable permutation which trans-
forms any solution to another solution with same cost. Symmetries arising in ILP can impair
the solution process, in particular when symmetric solutions lead to an excessively large Branch
and Bound (B&B) search tree. Various techniques, so called symmetry-breaking techniques, are
available to handle symmetries in ILP. In this presentation, we focus on so-called ftructured"
symmetries, where all column permutations of the solution matrix are symmetries. Many prac-
tical problems related to energy management feature such structured symmetry. We first review
existing techniques to handle structured symmetries. We also propose new techniques, bases
on variable fixing during B&B. We also introduce the concept of “sub-symmetries", which are
symmetries arising in subproblems of the considered ILP. This extends the concept of symmetry
and enables to capture more symmetries of the considered ILP. Sub-symmetry breaking tech-
niques are also proposed. Numerical experiments on the Unit Commitment Problem show the
efficiency of the proposed techniques.
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This work presents a hierarchical decision-making framework for Demand Response (DR)
involving three agents: the Electric Vehicle Aggregator (EVA), the Charging Station Operator
(CSO), and the Electric Vehicle (EV). The EVA incentivizes the CSOs to participate in DR, i.e.,
to adjust their consumption during specific periods in response to an incentive payment, while
the EVA ensures that the aggregated contribution of all CSOs in DR meets the requirement
imposed by the distribution system operator. To adjust their consumption, CSOs design a price
menu that encourages EVs to remain longer at the charging station at lower charging prices,
thereby creating flexibility for load adjustment.

The problem is formulated as a trilevel optimization framework with a coupling constraint
among the CSOs. The lower and intermediate levels are reformulated into a single Mixed-Integer
Quadratic Program (MIQP), transforming the trilevel into a single-leader multi-follower game.
Finally, solution approaches based on Stackelberg game algorithms are explored to address this
problem, as in [1] and [2].
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We study optimal control for the coagulation—fragmentation equation, which models the
evolution of particle populations undergoing aggregation and break-up. If f(¢,z) denotes the
number density of particles of size x at time ¢, the equation reads

Oif(t, ) = Cf(t, ) + Ff(t, ),

with

Cilt) =L /O Ky ) f(ty) (. 2—y) dy — f(t,) /0 T K () (ty) dy.

Fi(t.0) = —a(@)f(t.) + [ " aly)bla,y) (1) dy,

where K is the coagulation kernel, a the break-up rate, and b the daughter distribution. Moti-
vated by aerosol fines suppression, clot regulation, and polymer size control, we consider a scalar
control u € L2([O, T7; [Umin, umaXD that multiplicatively scales coagulation, K — u(t)K, i.e.

Of(t,x) =u(lt)Cf(t,z) + Ff(t,x).
We minimize
T Tmax
=% [ -1Pasur@).  wn==[ " j@a.

balancing control effort against a terminal performance criterion (e.g. number of particles of
a prescribed size). Working in a weighted L! setting, we prove existence of optimal controls
via weak-to-weak continuity of the CF dynamics despite the trilinear structure induced by the
multiplicative control and bilinear coagulation operator. For first-order conditions, linearization
along an optimal pair (f*,u*) yields the adjoint

—0up™ (t) = u*(t) DC[f* ()] " () + F o™ (1),  ¢"(T) = Vy(f*(T)),
and the pointwise characterization
wi(t) = P[umimumax](l ~Lerw, <p*(t))) a.e. on [0, 7],

where P[umm,umax] denotes projection onto the interval [tmin, Umax]. Numerically, a finite-volume
discretization together with projected gradient and Armijo backtracking illustrates fines sup-
pression and mass concentration in a chosen interval.
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In the context of the energy transition and the growing complexity of power systems, the Unit
Commitment Problem (UCP) remains a central challenge in operational planning. It involves
determining the optimal schedule for activating power generation units to meet the electricity
demand. while minimizing operational costs. Each unit must satisfy minimum uptime (resp.
downtime) constraints. The Min-up/min-down UCP (MUCP) is strongly NP hard [3]. Some
more technical constraints have also to be taken into account, e.g. ramp constraints. In industrial
practice, the UCP is typically addressed using Lagrangian relaxation techniques to decompose
the problem into independent subproblems, thus significantly improving computational perfor-
mance and enabling parallel computing.

This work investigates the potential of quantum variational algorithms to address the MUCP
through decomposition techniques, leveraging Quadratic Unconstrained Binary Optimization
(QUBO) formulations to solve subproblems efficiently. First we conduct a comparative analysis
of penalty coefficient determination methods from the literature [1, 2]. Then we propose a
novel hierarchical and normalized penalization strategy tailored to MUCP instances, extending
techniques to handle multiple types of constraints [4]. A column generation is considered as
an alternative decomposition strategy for solving the MUCP. Integrating quantum computing
into this framework raises several interesting questions. One the one hand, quantum solvers
may prematurely terminate the column generation process due to suboptimal column selection.
On the other hand, their Hamiltonian-based design inherently promotes solution diversity, thus
yielding a pool of columns that may still benefit the master problem. A sensitivity analysis of
quantum annealing to pricing signals reveals threshold behaviors that characterize the solver’s
response to variations in dual values. Understanding these behaviors is crucial for designing
efficient hybrid decomposition strategies.
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In this work, we consider a station-based one-way vehicle sharing system, like, e.g., Vélib,
whose rebalancing is exclusively performed by the users. This rebalancing is achieved by inciting
the users to sometimes modify their destination stations, so as to reroute the flow of vehicles
towards stations where demand is high. Dynamic prices attached to the stations are used for
the incitation: the amount to pay for a ride is the price attached to the destination station. A
user arriving at an origin station may not perform a ride only for two reasons: either there is
no available vehicle at the station when the user arrives, or the current prices attached to the
stations make the user prefer to walk.

We assume a discrete choice model to describe the users’ decisions. Based on this framework,
we address the problem of maximizing the proportion of users who eventually take a ride, when
prices can be updated according to the state of the system. We propose two heuristics. The
first one is a simple rule where the price depends only on the current state of the station. The
second one relies on strong duality in the theory of optimal transport [1]. We also propose upper
bounds based on mixed integer linear programming, close to those proposed by Waserhole and
Jost [2]. The quality of our heuristics is assessed via simulation on synthetic data, with the help
of these upper bounds, and with respect to “static” strategies, where the prices cannot change
over time. Experiments are currently conducted. In addition, special cases where exact optimal
solutions can be determined are also identified.
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In this talk, we discuss how separable structures provide an effective approach to approx-
imating high-dimensional optimal value functions. The key structural property that enables
such approximations is a decaying sensitivity between subsystems, meaning that the influence of
one state variable on another diminishes with their graph-based spatial distance. This property
makes it possible to construct separable approximations of the optimal value function as a sum
of localized contributions. We further demonstrate that these separable approximations admit
efficient neural network representations, where the number of parameters grows only polynomi-
ally with the state space dimension. These results highlight how structural properties of the
problem can be leveraged to obtain scalable neural network representations, thereby mitigating
the curse of dimensionality in optimal control. This talk is based on the works [1] and [2].
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Modern mixed-integer linear programming (MILP) solvers are built upon the branch-and-
bound (B&B) paradigm. Since the 1980s, considerable research and engineering effort has
gone into refining these solvers, resulting in highly optimized systems driven by expert-designed
heuristics tuned over large benchmarks. However, in operational settings where structurally sim-
ilar problems are solved repeatedly, adapting solver heuristics to the distribution of encountered
MILPs can lead to substantial gains in efficiency, beyond what static, hand-crafted heuristics can
offer. Recent research has thus turned to machine learning (ML) to design efficient, data-driven
B&B heuristics tailored to specific instance distributions.

The variable selection heuristic, or branching heuristic, plays a particularly critical role in
B&B overall computational efficiency, as it governs the selection of variables along which the
search space is recursively split. An early breakthrough came from training a neural network
to replicate the behaviour of a greedy branching expert at lower computational cost, thereby
surpassing the performance of human-expert heuristics. While subsequent works succeeded in
learning efficient branching strategies by reinforcement, none have yet matched the performance
achieved by imitation learning (IL) approaches. This trend extends beyond MILPs to combina-
torial optimization (CO) problems at large, as reinforcement learning (RL) baselines consistently
underperfom both handcrafted heuristics and IL methods trained to replicate expert strategies.
Yet, if the performance of IL heuristics are capped by that of the experts they learn from, the
performance of RL agents are, in theory, only bounded by the maximum score achievable.

RL agents have only managed to surpass human expert heuristics in a restricted subset of
combinatorial problems: board games. In fact, AlphaZero reached superhuman performance in
go, chess and shogi by leveraging environment simulators to perform model-based planning. In
this work, we seek to extend the use of AlphaZero-like agents beyond board games to exact com-
binatorial optimization. To that end, we introduce Plan-and-Branch-and-Bound (PlanB&B), a
model-based reinforcement learning (MBRL) agent that leverages an internal model of the B&B
dynamics to learn improved variable selection strategies. Our computational results suggest that
the branching dynamics in B&B can be approximated with sufficient fidelity to enable policy
improvement through planning over a learned model, opening the door to broader applications
of MBRL to mixed-integer linear programming.
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Short-term forecasting models typically assume the availability of input data (features) when
they are deployed and in use. However, equipment failures, disruptions, cyberattacks, may lead
to missing features when such models are used operationally, which could negatively affect
forecast accuracy, and result in suboptimal operational decisions. In this work [1], we use
adaptive robust optimization and adversarial machine learning to develop forecasting models
that seamlessly handle missing data operationally. We propose linear- and neural network-based
forecasting models with parameters that adapt to available features, combining linear adaptation
with a novel algorithm for learning data-driven uncertainty set partitions. The proposed adaptive
models do not rely on the identification of historical missing data patterns and are suitable for
real-time operations under stringent time constraints. Extensive numerical experiments on an
application of short-term wind power forecasting considering horizons from 15 minutes to 4
hours ahead illustrate that our proposed adaptive models are on par with imputation when data
are missing for very short periods (e.g., when only the latest measurement is missing), whereas
they significantly outperform imputation when data are missing for longer periods. We further
provide insights by showcasing how linear adaptation and data-driven partitions (even with a
few subsets) approach the performance of the optimal, yet impractical, method of retraining for
every possible realization of missing data.
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We study affine algebraic varieties parametrized by sine and cosine functions, generalizing
algebraic Lissajous figures in the plane. We show that, up to a combinatorial factor, the degree
of these varieties equals the volume of a polytope. We deduce defining equations from rank
constraints on a matrix with polynomial entries. We discuss applications of Lissajous varieties
in dynamical systems, in particular the Kuramoto model. This leads us to study connections with
convex optimization and Lissajous discriminants. Joint work with Francesco Maria Mascarin.
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Steiner tree problem is a problem of connecting the given compact set by the shortest way.
I will consider the problem in Euclidean space.

By indecomposable Steiner tree we name the solution of the Steiner tree problem without
vertices of degree 2. I will talk about examples of indecomposable Steiner trees with infinite
number of branching points (vertices of degree 3).

I will provide different examples of Steiner trees with infinite number of branching points:
small (connecting countable number of the terminal points as in [3]), middle (connecting an
uncountable set of zero Hausdorff dimension, see [2]) and large (connecting totally disconnected
set of positive Hausdorff dimension, as in [1]).

Based on joint works with D. Cherkashin, E.Paolini and E. Stepanov.

References

[1] Cherkashin, D., Teplitskaya, Y. A self-similar infinite binary tree is a solution to the Steiner
problem. Fractal and Fractional, 7(5), 414 | 2023.

[2] Paolini, E., Stepanov, E., Teplitskaya, Y. An example of an infinite Steiner tree connecting
an uncountable set. Advances in Calculus of Variations, 8(3), 267-290, 2015.

[3] Cherkashin, D., Paolini, E., Teplitskaya, Y.. Steiner trees with infinitely many terminals on
the sides of an angle. Journal of Combinatorial Optimization, 49(3), 1-28, 2025.

136



PGMODAYS 2025 Invited and contributed talks

Modelling Dynamical Constraints and Maintenance
within Aggregated Unit Commitment Problem using
Mixed Integer Linear Programming

Hugo Thomas! Héléne Arvis?>  Olivier Beaude?

1Ecole des Mines de Paris, France, hugo.thomas@etu.minesparis.psl.eu
2EDF Lab Paris-Saclay, France, helene.arvis@edf.fr, olivier.beaude@edf .fr

Keywords: Unit commitment, Aggregation, Dynamic constraints, Mixed integer linear pro-
gramming, ERAA data

In this presentation, a long-term dispatch problem is formulated as a unit commitment model
that explicitly embeds the dynamic constraints of thermal power units — minimum operating
power, minimum up/down times, start-up costs and ramp limits — which determine short-term
flexibility [1]. To contain the combinatorial growth of binary decisions over a week at hourly
resolution and on a European spatial scale, similar units are grouped into thermal aggregates
and the problem is expressed with aggregated variables [2, 3]. Assuming homogeneity and
the absence of maintenance windows, the aggregated schedules can be disaggregated to unit-
level solutions using the integer decomposability property. Our analysis pinpoints the main
sources of non-disaggregability in realistic models — ramp interactions, maintenance windows
and heterogeneity — and suggests tractable approximation strategies.

A numerical study is proposed, which uses the European Resource Adequacy Assessment
(ERAA) dataset (ENTSO-E harmonised projections) [4]. This publicly available dataset pro-
vides 10-year (typically 2025-2035 for current editions) projections of demand, installed capac-
ities, renewable capacity factors and interconnection capacities, alongside multiple historical
climate scenarios. It makes it possible to assess the future adequacy between the electricity
supply and demand, to carry out studies on the flexibility of the European electricity system
under meteorological variability, and to size the interconnections between European countries.

We built a Python platform implementing multi-zone aggregated unit commitment over
one year. The platform is designed to serve as a compact test bench to evaluate aggrega-
tion/disaggregation schemes and could be used to address other research questions.
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A major challenge in the transport industry is the design of lightweight structures that
contribute to lower fuel consumption and to reduce the environmental impact. Topology opti-
mization provides an effective approach to achieve such weight reduction while also minimizing
design time and cost. However, the resulting geometries are often highly complex and typically
require additive manufacturing for production.

Therefore, it is crucial to incorporate manufacturing constraints directly into the optimization
process, such as enforcing minimum length scale and controlling overhangs, to avoid impractical
shapes and volumes. The present work explores the integration of these constraints into topology
optimization. Specifically, we propose the use of non-linear filtering techniques to penalize
overhangs in the additive manufacturing context, while simultaneously enforcing a minimum
length scale. In addition, this filtering approach is combined with a local perimeter measure,
enabling the constraints to be applied in a more spatially localized manner.

Numerical results indicate that the proposed method successfully removes small-scale bar-like
features and achieves vertically aligned structural elements, thereby enhancing manufacturabil-

ity.
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In this talk we study optimal control problems with state constraints in Mayer form over
the Wasserstein space Po(M) of a not-necessarily compact Riemannian manifold M. We focus
on the Hamilton-Jacobi (HJ) equation on &?5(M) using the viscosity theory, proving a general
comparison principle for the HJ equation, and thus establishing the uniqueness of solutions.

Finally, using classical tools from optimal control theory, we prove that the value function
of the state-constrained optimal control problem is a solution of a certain, but known, HJ
equation. An additional result -and a cornerstone of this work- is that, under suitable curvature
assumptions on the manifold M, we show that the squared Wasserstein distance is directionally
differentiable.
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Distributionally Robust Optimization (DRO) is a robust framework based on optimal trans-
port theory for solving optimization problems under uncertainty. Recent research [1] provides
tractable formulations based on the Wasserstein distance between probability distributions. For
the 1-Wasserstein distance, strong duality results hold under convexity and continuity assump-
tions. Those approaches have proven their interest in deriving distributionally robust counter-
parts for various problems, such as regressions or supervised learning [2]. We investigate an
approach for solving optimal control problems under uncertainty by including distributionally
robust formulations. We derive a system of ordinary differential equations leading to a two-point
boundary value problem thanks to Pontryagin’s Maximum Principle [3] which determines the
optimal control from the initial conditions of the costates of the problem.
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When faced with an optimization problem, we want to utilize the most suitable optimizer for
this particular problem. However, in the black-box scenario, this choice can be difficult to make
as no or little information can be assumed about the problem at hand. State-of-the-art algorithm
selection approaches sacrifice a fraction of their evaluation budget to collect information on the
problem landscape, which is then used to select the appropriate solver for the given instance [1].

In per-run algorithm selection, this cost is reduced by running an initial (default) algorithm
for a short evaluation budget, and then using its trajectory to calculate landscape features [2].
This way, the traditional random sampling step of feature-based algorithm selection is replaced
by an optimization algorithm.

Extending this per-run principle to a method that performs the selection at any stage of the
optimization process, we can create a fully dynamic algorithm selection (DynAS) procedure.

In this talk, we will outline the general principles behind DynAS, starting from a data-driven
motivation of its potential [4]. From there, we will showcase how efforts to achieve this potential
have had mixed results and outline several challenges towards achieving robust DynAS pipelines,
among them (1) the choice of appropriate features to characterize the problem landscapes [3] and
(2) the design of effective warm-starting methods to transfer information from one algorithm to
the next.
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In this talk we discuss how to perform Principal Component Analysis (PCA) of a dataset
whose elements are probability distributions, compared using the Wasserstein distance. The goal
is to identify geodesic curves in the space of probability measures that best capture the modes
of variation of the underlying dataset. To achieve this, we leverage the Riemannian interpreta-
tion of the Wasserstein metric. We first address the case of a collection of centered Gaussian
distributions, and show how to lift the computations in the space of invertible linear maps using
Bures-Wasserstein geometry. For the more general setting of absolutely continuous probability
measures, we leverage Otto-Wasserstein geometry and neural networks to parameterize geodesics
in Wasserstein space. Finally, we compare to classical tangent PCA through various examples
and provide illustrations on real-world datasets. The work described in this talk corresponds
to [1].
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In this recent project, our goal was to resolve a fascinating biological puzzle: why toxin-
producing microbes almost always win against toxin-sensitive microbes in idealized environments
such as a lab, but the situation is often reversed in the real world? Finding an answer required a
combination of wet lab experiments, mathematical models, and optimal control theory. It turns
out, frequent environmental disruptions such as "dilutions" (e.g., flushing of the gut, or tooth-
brushing, or dry soils experiencing heavy rains) give non-antagonistic microbes a good chance to
win. This is the case for a fairly broad range of model parameters and remains true whether the
dilutions are periodic or randomly timed, and even if antagonistic microbes can use population
sensing to produce toxin selectively. We verified the latter by solving non-local Hamilton-Jacobi-
Bellman PDEs, encoding the optimal control of toxin production for antagonistic microbes, with
dilutions modeled as discontinuous jumps in population trajectories. More broadly, our results
also offer some caution about limitations of dynamic models with time-averaged rates.
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We develop two inertial primal dual dynamical systems to solve smooth saddle point problems
with bilinear coupling. The systems are developed based on Nesterov’s method, and include
both time scaling and Hessian-driven damping. We derive a fast sublinear convergence rate
for convex-concave functions, and an accelerated linear convergence rate for strongly convex-
strongly concave functions, in terms of the primal-dual gap. We also apply our results to a
constrained convex optimization problem with linear equality constraints. These results may
provide insights into the design of inertial primal dual algorithms.
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A common problem in chemo- and bio-informatics consists in studying the positions of atoms
constituting a molecule, which form a sequence of molecular graphs derived from these positions
at discrete time steps. These graphs all share the same vertex set (which represents the set of
atoms), but may vary in some edges, namely the ones associated with hydrogen bonds (which
may appear or disappear over time), while others (such as covalent bonds) are persistent. Thus,
such graphs may be represented by temporal graphs. As the structure of a molecule is essentially
related to the interactions among elementary cycles within its associated graph, such a structure
is often characterized by a minimum cycle basis of the graph, which is a concise representation
of cycles. So, in order to evaluate the conservation of the molecular structure over time, a
natural problem is to look for minimum cycle bases (one for each time step) that have as many
cycles in common as possible [1]. Some preliminary results concerning the approximability and
parameterized complexity of this problem have already been obtained [2], and the goal of this
project is to complement them.

In this presentation, we introduce the problem, the existing results and the questions we aim
to answer.
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Given a linear control system & = Az + Bu, every asymptotically stabilizing feedback
controller u = Kz may be obtained by solving an optimal control problem with quadratic
integral cost, i.e., the matrix K is such that A + BK is Hurwitz if and only if the feedback
u = Kx solves a linear-quadratic problem associated with the linear control system.

On the other hand, (nonlinear) finite-time stabilizing feedback controllers for linear control
systems have been obtained in the framework of sliding mode control. The expression of these
feedbacks relies on scalar gains which are not explicitly known (see e.g. [1]). The present work
is an attempt to determine these gains through an inverse optimal control approach in analogy
with the linear-quadratic case. For this purpose, consider the optimal control problem in R™

. [ Ju@)[t*
(OCP) min ——— + F(x(t)) | dt
ueLr*a([0,00[R) Jo I+4¢
xl(t):$l+1(t)7 i=1,...,n—1
s.t. T (t) = u(t),

z(0) = xo,
where ¢ > 0 and F satisfies a homogeneity assumption in the sense of [3]. Existence (and
uniqueness) of a minimizer u* for (OCP) leads to the characterization of the associated optimal

trajectory * using the PMP [2]. We next leverage the homogeneity of the cost function and by
extension, of the associated value function given by

e = [ (MOEE 4 peey)

to establish the finite-time convergence of x* toward the origin. Finally, after showing regularity
properties for V; we prove that it satisfies a Hamilton-Jacobi-Bellman equation on R".
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Uncertainty quantification plays a central role in the modeling and optimization of complex
processes such as gas transport simulations. We present a novel strategy to measure the prob-
abilistic robustness of deterministically computed controls in a pipeline network with uncertain
gas demand.

Our approach starts by computing optimal controls for a deterministic gas transport problem,
where we minimize the total control cost subject to box constraints on the pressure. We then
evaluate the probability that the a priori calculated deterministic optimal control satisfies the
uncertain pressure bounds in a scenario with randomly perturbed gas demand. To address this,
we introduce buffer zones that tighten the pressure bounds in the deterministic scenario. The
effect of these stricter bounds is then analyzed in the uncertain setting.

For the computation of the probability, we utilize kernel density estimation[2] on random
samples of the uncertain pressure. To reduce the computational effort, we combine this technique
with sparse-grid-based stochastic collocation[3]| , where only a limited number of gas transport
simulations are needed at selected points in the stochastic space.

We present numerical results of our approach applied to a gas network from a public gas
library and discuss the effect of buffer zones.
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Gas-Insulated Substations (GIS) are compact and highly reliable electrical substations widely
deployed in modern power systems, where key high-voltage components are enclosed within
sealed metal compartments filled with sulfur hexafluoride (SF6) gas [1]. Despite their operational
advantages, GIS maintenance poses significant challenges due to the hazardous environmental
impact of SF6 leakage and and the significant cost of maintenance.

An integrated optimization framework for GIS maintenance planning is proposed, which
jointly addresses the optimal scheduling of maintenance actions and the temporal grouping of
maintenance tasks to enhance operational efficiency. The scheduling problem is formulated as
a Mixed Integer Linear Programming (MILP) model that aims to minimize maintenance costs
while constraining environmental impacts, ensuring system reliability [2]. Complementing this,
a sliding-window based Integer Linear Programming (ILP) model clusters temporally proximate
maintenance tasks, consolidating interventions and reducing operational inefficiencies such as
frequent site visits and redundant resource deployment [3]. Numerical experiments on various
scenarios validate the effectiveness of the proposed framework, demonstrating improved schedul-
ing scalability, enhanced environmental compliance, and operational efficiency gains.
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Today, telecom networks face increasing economic pressures due to rising energy costs and the
demand for higher operational efficiency. Flexible energy storage systems, especially batteries,
are essential for balancing supply and demand fluctuations, maintaining network stability during
peak loads, and providing reliable backup power during outages or emergencies.

This work offers key insights into battery management strategies that enhance energy efficiency
and profitability in multisite telecom networks within retail and curtailment markets. Building
on Silva et al. [1, 2], we aim to develop an efficient optimization framework that incorporates
additional safety rules and market constraints governing battery usage and energy trading. To
address this, we first formulate the multi-battery management as a combinatorial optimization
problem that ensures regulatory and safety compliance, while aiming to minimize energy costs
and maximize profits from curtailment. We then introduce a novel ILP formulation for the
problem and demonstrate its NP-hardness. Using Orange’s radio access sites data, results show
that the problem becomes more challenging and optimal solutions are out of reach for large-scale
instances.

To deal with this, we develop a greedy heuristic that quickly produces good quality solutions.
These serve as warm starts for the ILP solver, improving convergence and solution quality. We
enhance this approach by incorporating metaheuristics and multiple neighborhood strategies to
escape local optima and explore the solution space more effectively. Reinforcement learning is
used to adaptively select the most promising moves based on past feedbacks, further boosting
search efficiency and solution quality. This hybrid method combines heuristics, metaheuristics,
machine learning, and ILP to deliver high-quality solutions suitable for real-world instances.
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Optimizing over parametric probability distributions underpins sampling tasks in modern
generative modeling applications. Gibbs gradient descent (GGD) [1] alleviates costly sampling
acquisitions arising from the use of first-order optimization techniques by introducing a single-
loop, two-timescale optimization algorithm to optimize through sampling. We provide upper
bounds for Gibbs gradient descent in the continuous-time setting with finite and infinite number
of particles. Along the way, we introduce an exponential moving average (EMA) algorithm,
called EMA-GGD, which naturally extends the method into a three-timescale regime, enabling
variance reduction. We illustrate our convergence bounds on several numerical examples.
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We propose a neural network architecture to address high—dimensional optimal control prob-
lems with linear and nonlinear dynamics [1]. An important application of this method is to
solve path planning problems of multi-agent vehicles in real time. The new method extends
our previous SympOCNet framework by introducing a time-dependent symplectic network into
the architecture. In addition, we propose a more general latent representation, which greatly
improves model expressivity based on the universal approximation theorem. We demonstrate
the efficiency of our approach for path planning problems with obstacle and collision avoidance,
including systems with Newtonian dynamics and non-convex environments, up to dimension
512.
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