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Anthony Couthures, Bouchra Mroué, Samson Lasaulce and Irinel-Constantin Morãrescu
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Théo Guyard, Cédric Herzet, Clément Elvira and Ayse-Nur Arslan

Safe Peeling for L0-Penalized Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
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Integration of climate variability and climate change in
renewable energy planning

Philippe Drobinski

CNRS, École Polytechnique, Institut Pierre Simon Laplace, France

The trajectory outlined in the Paris Agreement to keep global warming below 2◦ dictates not
only the timing but also the speed at which the transformation of our energy system must take
place to decarbonize energy production. Complying with the Paris Agreement requires reducing
the carbon content of energy by about 75% and therefore making a rapid transition from fossil
production to production based on low-carbon technologies. Among these technologies are those
based on renewable energies. The variability of the climate itself induces a fluctuating or even
an intermittent production of variable renewable energy (solar, wind, marine), challenging the
balance of the electricity grid. In this context, to speak of energy transition is to face the problem
of increasing the pene- tration of low-carbon energy production while limiting the variability so
as to ensure the socio-technical feasibility and economic viability. The problem is not simple,
and the delicate balance between urgency (drastically reducing emissions) and utopia (choosing
a strategy for low carbon energies and analyzing opportunities and obstacles) needs to be clearly
defined.
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Submodular Functions on Modular Lattices

Michel Goemans

Massachusetts Institute of Technology, USA

Submodular set functions are central to discrete optimization and are ubiquitous in many
areas, including machine learning. To some extent, submodular functions can be viewed as the
analog of convex functions in the continuous setting. In this talk, I will first introduce and present
basic properties of submodular functions and algorithms for associated optimization problems. I
will then discuss extensions to the much less studied setting of submodular functions on lattices,
especially modular lattices. This perspective will allow us to derive a surprising (and easy)
result, connecting two problems whose solutions are seemingly unrelated.
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Randomization techniques for solving large scale linear
algebra problems

Laura Grigori

École Polytechnique Fédérale de Lausanne and Paul Scherrer Institut, Switzerland

In this talk we discuss recent progress in using randomization for solving large scale linear
problems. We present a randomized version of the Gram-Schmidt process for orthogonalizing
a set of vectors and its usage in the Arnoldi iteration. This leads to introducing new Krylov
subspace methods for solving large scale linear systems of equations and eigenvalue problems.
The new methods retain the numerical stability of classic Krylov methods while reducing com-
munication and being more efficient on modern massively parallel computers.
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Ease-controlled Random Reshuffling Gradient
Algorithms for nonconvex finite sum optimization

Laura Palagi

Department of Computer, Control and Management Engineering
Università di Roma La Sapienza, Italy, laura.palagi@uniroma1.it

We consider minimizing the sum of a large number of smooth and non-convex functions,
which is a typical problem encountered when training deep neural networks on huge datasets.
We propose ease-controlled modifications of the traditional online gradient schemes, either incre-
mental (IG) or random reshuffling (RR) gradient methods, which converges to stationary points
under weak and basic assumptions. Indeed, besides the compactness of level sets, we require
the lonely assumption of Lipschitz continuity of the gradients of the component functions. The
algorithmic schemes control the IG/RR iteration by using a watchdog rule and a derivative-free
line search that activates only sporadically to guarantee convergence. The schemes also allow
controlling the updating of the learning rate used in the main IG/RR iteration, avoiding the
use of preset rules, thus overcoming another tricky aspect in implementing online methods. We
also propose a variant to further reduce the need for the objective function computation. We
performed an extensive computational test using different Deep Networks Architectures and a
benchmark of large datasets of varying sizes and we compare performance to state-of-the-art
optimization methods for ML. The tests show that the schemes are efficient, in particular when
dealing with ultra-deep architectures.

Joint paper with Corrado Coppola, corrado.coppola@uniroma1.it Giampaolo Liuzzi, gi-
ampaolo.liuzzi@uniroma1.it Ruggiero Seccia, ruggiero.seccia @uniroma1.it
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PGMO 2023 PhD Prizes

The Gaspard Monge Program for Optimization, Operations Research, and their Interactions
with Data Sciences, awards every year, under the scientific patronage of ROADEF and SMAI-
MODE, two PhD prizes (exaequo). All the fields in Optimization, and Operations Research,
including their Interfaces, are eligible. The applicants must have been defended their PhD in
France, during the previous civil year.

The two 2023 PGMO PhD prizes were awarded to

• Ngoc Hoang Anh Mai, for his PhD at LAAS CNRS, under the supervision of Jean-Bernard
Lasserre and Victor Magron, on “Practical polynomial optimization through positivity
certificates with and without denominators"”.

• Rémi Robin, for his PhD at Sorbonne Université, under the supervision of Ugo Boscain
and Mario Sigalotti, at Laboratoire Jacques-Louis Lions, in the CAGE Inria team, on
“Contrôle et optimisation de systèmes physiques : applications à la mécanique quantique
et au confinement magnétique dans les stellarators”.

The 2023 PhD prize committee was chaired by Pierre Fouilhoux (LIPN). It was composed of
the following researchers:

- Jean-Michel Coron (LJLL)

- Gersende Fort (IMT)

- Anna Korba (CREST, ENSAE)

- Olga Battaia (Kedge Business School)

- Adam Ouorou (Orange)

- Mathurin Massias (INRIA)

- Francisco Silva (Université de Limoges)

- Bruno Zillioto (CNRS)
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Maximum of Reachable Values of Discrete-Time
Systems

Assalé Adjé1

1Université de Perpignan Via Domitia, France
assale.adje@univ-perp.fr

Keywords: Discrete-time system, Sequences suprema, Lyapunov functions, Semidefinite
programming

In this presentation, we are interested in finding a reachable value of a discrete-time dynam-
ical system that maximizes a real valued function. This type of maximization problems arises
in the analyze of the robustness or the performance of the system; for inverse problems or even
in formal verification of systems. The optimal value in this context can be viewed as the value
which penalizes the most the system with respect to some criteria.

More precisely, the problem is formulated from an objective real-valued continuous function
and a discrete-time dynamical system. This latter is characterized by, the dynamics which is
a continuous self map on a finite dimensional vector space and initial conditions set which is
compact. The constraints set of the problem is the whole set of reachable values which is a set of
terms of recurrence sequences starting from an element inside the initial conditions set. In this
context, the optimal solution is composed of an initial condition and an integer which represents
the rank for which the term is maximal. The compactness of the initial conditions set and the
continuity assumptions constitute a comfortable framework for the optimal initial condition.
The difficulty of the problem lies on the characterization of the optimal integer solution.

Then, in this presentation, we propose characterizations of the optimal integer solution
based on homeomorphisms of geometric sequences. When the system is Lyapunov stable and a
Lyapunov function can be computed such a homeomorphism can be computed. This also leads
to a computable formula of an upper bound of this optimal integer solution. We illustrate our
approach on discrete-time stable affine dynamical systems for which semidefinite programming
can be employed to compute such a bound [1]. We also aboard the problem of the computation
of the minimal upper-bound and its formulation as a nonlinear semidefinite program.

References

[1] A. Adjé, Quadratic Maximization of Reachable Values of Stable Discrete-Time Affine Sys-
tems. preprint, https://doi.org/10.48550/arXiv.1810.09778, 2023.
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First order inertial optimization algorithms with

threshold e�ects associated with dry friction

Samir Adly1 Hedy Attouch2 Manh Hung Le1

1XLIM, Université de Limoges, France, samir.adly@unilim.fr, manh-hung.le@unilim.fr
2IMAG, Université Montpellier, France, hedy.attouch@umontpellier.fr

Keywords: proximal-gradient algorithms; inertial methods; dry friction; Hessian-driven
damping; soft thresholding

In a Hilbert space setting, we consider new �rst order optimization algorithms which are
obtained by temporal discretization of a damped inertial autonomous dynamic involving dry
friction. The function f to be minimized is assumed to be di�erentiable (not necessarily convex).
The dry friction potential function φ, which has a sharp minimum at the origin, enters the
algorithm via its proximal mapping, which acts as a soft thresholding operator on the sum of the
velocity and the gradient terms. After a �nite number of steps, the structure of the algorithm
changes, losing its inertial character to become the steepest descent method. The geometric
damping driven by the Hessian of f makes it possible to control and attenuate the oscillations.
The algorithm generates convergent sequences when f is convex, and in the nonconvex case when
f satis�es the Kurdyka-Lojasiewicz property. The convergence results are robust with respect
to numerical errors, and perturbations. The study is then extended to the case of a nonsmooth
convex function f , in which case the algorithm involves the proximal operators of f and φ
separately. Applications are given to the Lasso problem and nonsmooth d.c. programming.
This talk is based on the paper [1]

References
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Accessibility Constraints in Shape Optimization

Grégoire Allaire1 Martin Bihr2 Beniamin Bogosel1 Matias Godoy1

1CMAP, CNRS, École polytechnique, Institut Polytechnique de Paris, 91120 Palaiseau, France
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In this work, described in detail in the article [1], we are interested in defining, quantifying
and optimizing the accessibility of a shape with respect to a given source region. This question is
motivated by practical aspects related to support structures in additive manufacturing. Support
structures are used to guarantee the correct fabrication of a given part and these structures are
removed at the end of the manufacturing process. To remove the supports, the contact region
between the part and supports needs to be accessed with particular tools.

Two notions of accessibility in a straight line from a given source region are proposed, which
from a mathematical point of view are expressed using distance functions, solutions of eikonal
equations. The advantage of these criteria used for measuring the accessibility is the possibility
to compute their shape derivatives. This allows us to implement numerical algorithms which
optimize the accessibility with respect to variable targets and obstacles. Notably, it is possible
to optimize simultaneously the mechanical performances of a structure and the accessibility of
its supports.

Figure 1: Numerical example where we minimize the area of the region on the target surface
(marked in red) which is inaccessible in a straight normal line from the source surface.

References
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Classic-inspired quantum generation scheme for the
parallel sequencing problem

Thibaud Ardant1 Pascale Bendotti1 Rodolphe Griset1 Joseph Mikael1

1EDF, France, thibaud.ardant@polytechnique.edu, pascale.bendotti@edf.fr,
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The Resource-Constrained Project Scheduling Problem (RCPSP) is to nd a minimum
makespan schedule for the jobs of a project under precedence constraints with limited renewable
resource availability [1]. The RCPSP is an NP-hard problem known to be computationally chal-
lenging to solve. In the present work, we explore quantum computing approaches for the parallel
sequencing variant dened as a special case of the RCPSP, where all jobs have a unit processing
time and a unique predecessor. This variant is a generalization of Hu’s polynomial case [2] to
non unit renewable resources.

The key principle is to derive a feasible solution, namely a schedule, from a job permutation,
i.e., an order of the jobs respecting the precedence constraints. Our approach relies on the
quantum amplitude amplication algorithm [3] which requires to mark elements by a function
called oracle. Taking benet from the quantum superposition, this algorithm achieves a quadratic
speedup on a large family of search problems for which good classical heuristics exist. The oracle
is inspired from a classical parallel Schedule Generation Scheme (SGS) [4]. Parallel SGS is
a method iterating over time periods to build a schedule based on priority rules. The oracle
simulates the generation scheme on a predened time horizon T , subsequently marking the
permutations for which all jobs can be completed within the given horizon.

The classic-inspired quantum generation scheme is as follows. A preprocessing step computes
an upper bound T̄ on the optimal makespan using a classical heuristic. This upper bound is
used as an input for the oracle which marks improving solutions. The quantum algorithm
starts by generating a superposition of all states corresponding to valid permutations w.r.t the
precedence constraints. Then the amplitude amplication algorithm amplies the density of
marked solutions. Finally a measurement retrieves an improving solution if exists. The oracle
and the generation of the superposition restricted to valid permutations have been implemented
using Qiskit library. Preliminary experiments performed on small instances exhibit the capability
of the oracle to mark the improving valid solutions, thus tending to provide a proof of concept.

A perspective would be to set upper bound T̄ iteratively to a value corresponding only to
the few best solutions by performing a quantum counting [3], thus estimating the number of
marked solutions. Such a scheme would solve the problem to optimality while taking advantage
of quadratic speed-up obtained from both amplitude amplication and estimation compared to
their deterministic counterpart.

References
[1] P. Brucker, A. Drexl, R. Mohring, K. Neumann, and E. Pesch. Resource-constrained project scheduling:

Notation, classication, models, and methods. European journal of operational research, 112(1):3−41, 1999.

[2] T. C. Hu. Parallel sequencing and assembly line problems. Operations research, 9(6):841−848, 1961

[3] G. Brassard, P. Hoyer, M. Mosca, and A. Tapp. Quantum amplitude amplication and estimation.
Contemporary Mathematics, 305:53−74, 2002

[4] R. Kolisch and S. Hartmann. Heuristic algorithms for the resource-constrained project schedul-ing problem:
Classication and computational analysis. Springer, 1999
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Characterization of the solutions of
single-leader-multi-followers games with common

constraints

Didier Aussel Gemayqzel Bouza Allende Sebastien Lepaul

University of Perpignan, France aussel@univ-perp.fr
Universidad de La Habana, Cuba gema@matcom.uh.cu

EdF R& D, Paris Saclay, France sebastien.lepaul@edf.fr

Nowadays non-cooperative games have many applications. A particular case is the following
electricity contract problem. Consider there are certain packages the aggregator wants to offer
to his/her clients. Each package has a limited amount of Mw and its price is decided by the
aggregator. The clients choose how much to buy from each package for minimizing their total
expenses. So, the solutions are Generalized Nash equilibrium points that depend on the prices
of the packages decided by the aggregator, who wants to maximizes his/her profits. This is an
example of a single-leader-multi-followers games with common constraints. In this paper we
discuss on possible formulations of this kind of models. We obtain the properties that fulfill
the solutions for a large class of problems, i.e. those that are satisfied for almost all perturba-
tion of the objective functions and the constraints. Possible numerical solution approaches are
considered.
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The controller placement problem

Erison Ballasheni2 Dritan Nace1 Alban Zyle1
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This study addresses the critical issue of controller placement in networks to fortify against
cyber-attacks [1]. Node-to-node connections, essential conduits for inter-node communication,
form the backbone of network functionality. Controllers, strategically positioned at select nodes
play a pivotal role in facilitating the establishment of these connections. Node attacks can take
various forms, one of the most frequent being the Denial-of-Service (DoS) Attacks The research
centers on the deployment of controllers to safeguard the entire network. The objective is to
minimize communication loss in the event of an attack. This problem aligns with the Maximal
Coverage Location Problem (MCLP) [2] category, acknowledged for its NP-hard nature. The
study extends this framework to the Equitable Controller Location Problem [3],[4], aiming to
ensure equitable protection for all nodes under limited controller availability. A novel mathe-
matical model is introduced for controller placement, leveraging lexicographic optimization [5]
principles tailored to this context. The study introduces and compares both lexicographic and
proportional fairness approaches for controller deployment.

References

[1] D. Santos, A. de Sousa, C. Mas-Machuca, and J. Rak, “Assessment of connectivity-based
resilience to attacks against multiple nodes in sdns,” IEEE Access, vol. 9, pp. 58 266–58 286,
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Optimization layers within neural network architectures have become increasingly popular
for their ability to solve a wide range of machine learning tasks and to model domain-specific
knowledge. However, designing optimization layers requires careful consideration as the underlying
optimization problems might be infeasible during training. Motivated by applications in learning,
and control, this work focuses on convex quadratic programming (QP) layers. The specific
structure of this type of optimization layer can be efficiently exploited for faster computations
while still allowing rich modeling capabilities. We leverage primal-dual augmented Lagrangian
techniques for computing derivatives of both feasible and infeasible QP solutions. More precisely,
we propose a unified approach which tackles the differentiability of the closest feasible QP
solutions in a classical ℓ2 sense. The obtained Jacobian covers for feasible QPs the traditional
implicit differentiation [Dontchev and Rockafellar(2009)] when it is valid and a weaker notion
(i.e., conservative Jacobian by [Bolte et al.(2021)Bolte, Le, Pauwels, and Silveti-Falls]) when it
is infeasible. We then harness this approach to enrich the expressive capabilities of existing
QP layers. More precisely, we show how differentiating through infeasible QPs during training
enables to drive towards feasibility at test time a new range of QP layers. These layers notably
demonstrate superior predictive performance in some conventional learning tasks. Additionally,
we present alternative formulations that enhance numerical robustness, speed, and accuracy for
training such layers. The effectiveness of our approach is demonstrated in a few standard learning
experiments, obtaining three to ten times faster computations than alternative state-of-the-art
methods while being more accurate and numerically robust. Along with these contributions, we
provide an open-source C++ software package called QPLayer for efficiently differentiating
convex QPs and which can be interfaced with modern learning frameworks.

References
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Decision-Aware Learning with REINFORCE enables
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Using Combinatorial Optimization (CO) layers in Machine Learning (ML) pipelines is a
recent area of interest (Kotary et al. 2021). These new hybrid methods provide fast differentiable
heuristics for difficult CO problems. For instance, it can be used to tackle hard stochastic
transportation problems, such as the stochastic vehicle scheduling (Dalle et al. 2022) or the
dynamic vehicle routing (Baty et al. 2023) problems. Given an input instance x, a statistical
model φw outputs a vector θ = φw(x). A CO oracle f : θ 7→ argmaxy∈Y(x,θ) g(y, θ) then outputs
a feasible solution y.

To learn these pipelines, the goal is to find parameters w such that f(φw(x)) gives a good
solution y of a hard problem miny c(y, x) for any given instance x. However, current state-of-
the-art methods face several limitations: most of them only support linear CO layers of the
form argmaxy∈Y(x) θ

⊤y, or need (near) optimal solutions to imitate in a supervised learning
way. This limits a lot the possible applications and pipeline architectures for these methods.

We introduce what we call perturbed oracles, which can transform any CO oracle f into a dis-
tribution on the feasible solution space. This is done by perturbing the input θ of f using a distri-
bution p(η|θ). It then turns the learning problem into a moment problem minw Eη∼p(η|θ)[c(f(η))],
with non-zero gradients. Meaningful gradients can be computed by using the log-derivative/ RE-
INFORCE trick, a well-known technique in ML and Reinforcement Learning.

This flexible approach unlocks new applications and architectures, such as learning con-
straints for the two-stage knapsack, and learning to sparsify graphs to scale the stochastic
vehicle scheduling problem on large instances. Our numerical experiments show the efficiency
of the approach.
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Due to their nested structure, bilevel problems are intrinsically hard to solve�even if all

variables are continuous and all parameters of the problem are exactly known. In this paper,

we study mixed-integer linear bilevel problems with lower-level objective uncertainty, which we

address using the notion of Γ-robustness. We provide an extension of the famous result by

Bertsimas and Sim for Γ-robust single-level problems stating that the Γ-robust counterpart of a
min-max bilevel problem can be solved by solving a polynomial number of min-max problems of

the nominal type. Moreover, we discuss the situation in which the problems of the nominal type

are not solved exactly but in which either an α-approximation algorithm or a primal heuristic

together with a lower bounding scheme is used. For general Γ-robust bilevel problems, however,
we illustrate that the previous ideas cannot be carried over completely. Nevertheless, we present

a primal heuristic that is based on the solution of a polynomial number of problems of the

nominal type. To assess the performance of the presented methods, we perform a computational

study on 560 instances for both settings. For the primal heuristic, we observe that the optimality
gap is closed for a signi�cant portion of the considered instances. If our result for the min-max

setting is exploited, we report speed-up factors exceeding 400 and 32 in the mean and the median,
respectively, when compared to recently published problem-tailored solution approaches.
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With apparently all research on estimation-of-distribution algorithms (EDAs) concentrated
on pseudo-Boolean optimization and permutation problems, we undertake the first steps towards
using EDAs for problems in which the decision variables can take more than two values, but
which are not permutation problems. To this aim, we propose a natural way to extend the
known univariate EDAs to such variables. Different from a naïve reduction to the binary case,
it avoids additional constraints.

Since understanding genetic drift is crucial for an optimal parameter choice, we extend
the known quantitative analysis of genetic drift to EDAs for multi-valued variables. Roughly
speaking, when the variables take r different values, the time for genetic drift to become critical
is r times shorter than in the binary case. Consequently, the update strength of the probabilistic
model has to be chosen r times lower now.

To investigate how desired model updates take place in this framework, we undertake a
mathematical runtime analysis on the r-valued LeadingOnes problem. We prove that with the
right parameters, the multi-valued UMDA solves this problem efficiently in O(r log(r)2n2 log(n))
function evaluations.

Overall, our work shows that EDAs can be adjusted to multi-valued problems and gives
advice on how to set their parameters.

This work is part of the PGMO-funded project Mathematical Analysis of Complex Random-
ized Search Heuristics (PI: Benjamin Doerr).
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Consider a subset of vertices S of a directed network and assume |S| vehicles move on
the network: they start from S (one vehicle at each vertex of S) and at every step they move
simultaneously to a neighbour vertex: we study if they can do this infinitely many times without
ever meeting at any vertex (no-meet condition).
Meeting problems on graphs have gained their interest previously. Various results have been
obtained in the area of merging or meeting of two or more tokens (or vehicles / robots in the
literature). In particular, one can refer to a (deterministic) rendezvous problem where two
given robots should meet at some point, given a set of instructions (see for example, [1]). The
meeting time for random walks and an arbitrary number of tokens (for connected undirected
graphs) has been also evaluated [2]. We study the contrary problem, no-meet, which turns out
to be connected to matroid theory [3]:
We show that the subsets that meet the no-meet condition constitute the independent sets of a
matroid. We prove that the independence oracle is polynomial-time and provide a more efficient
algorithm to compute the size of a basis, namely polynomial algorithms to decide whether a
subset has the no-meet condition and to calculate a largest subset that has the no-meet condition.
We also report several connections with other matroid classes. For example, we show that the
class of no-meet matroids strictly contains transversal matroids while it is strictly contained
inside gammoids.
Then we focus on the orientation problem of the undirected edges of a mixed graph to either
maximize or minimize the rank of a subset. Some NP-hardness results and inapproximability
results are proved in the general case. Polynomial-time algorithms are described for subsets of
size 1.
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Topology of spatiotemporal trajectories
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In recent years, multiparameter persistent homology (MPH) has been developed to address
the limitations of traditional single-parameter persistence. While much progress has been made
on the theoretical aspects of MPH, practical applications have mostly been limited to the spe-
cial case of two parameters. Building on recent developments in the computation of MPH in
more than two parameters, we propose and implement a new Gröbner basis algorithm for the
computation of multiparameter persistence landscapes in this setting. We apply this work to
compute landscapes of three-parameter persistence modules built on spatiotemporal data arising
in biology.
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Integer linear formulations for the maximum flow
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Given a directed graph with capacities and blocker costs associated with its arcs, we study
the maximum flow blocker problem (MFBP) which asks to find a minimum-cost subset of arcs
to be removed from the graph in such a way that the remaining maximum-flow value does not
exceed a given threshold. The MFBP has applications in telecommunication networks and in
the monitoring of civil infrastructures, among others.

To the best of our knowledge, the MFBP has not been addressed in the literature but a
closely-related problem, called maximum flow interdiction problem (MFIP), has been largely
studied. This problem consists in finding a subset of arcs to be removed from the graph such
that the remaining maximum flow is minimized. The set of interdicted arcs is limited by a
budget. We refer the interested reader to [1] and [2] for a complete overview of the MFIP.

We propose two integer linear programming (ILP) formulations for the MFBP which are used
to derive the first exact algorithms to optimally solve the problem. The first one relies on the
bilevel structure of the MFBP. It has an exponential number of constraints and accordingly it is
solved via a Branch-and-Cut algorithm. The second one has a polynomial number of variables
and constraints and it is solved via an ILP solver. This formulation is obtained thanks to a
property that we have demonstrated, which establishes a relationship between the MFBP and
the MFIP. The two formulations are compared through an extensive computational study. Our
tests aim at evaluating the performance of the exact algorithms and at determining the features
of the instances which can be solved to proven optimality.
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One of the challenges in the administration of 5G networks revolves around the need to re-
configure network slices [1, 2]. This entails the process of reconfiguring and relocating Virtual
Network Functions (VNFs) to align with the specific demands of the network slices and the
resource capacities within data centers. We consider a problem of allocating Virtual Network
Functions (VNFs) in 5G networks, treating it as a multiple multidimensional knapsacks re-
configuration problem where items represent VNFs and knapsacks represent servers on which
VNFs are able to run. When provided with both the starting and ending allocations of items
to knapsacks, the challenge involves defining a sequence of steps for transferring items between
source and destination knapsacks. The ultimate goal is to reduce the overall count of steps
during which items reside outside the knapsacks, thereby minimizing the total downtime for
Virtual Network Functions (VNFs). We define two exact, compact Integer Linear Programming
(ILP) formulations of the VNFs reconfiguration problem, and derive one approximate solution
algorithm based on the Column Generation (CG) method [3]. Numerical tests and comparisons
illustrate the performance of the algorithms and the quality of the provided solutions [4, 5, 6].
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In this talk, we tailor optimal regression trees to deal with multivariate functional data. A
compromise between prediction accuracy and sparsity, as a proxy for interpretability, is sought.
In particular, whilst fitting the tree model, the detection of a reduced number of predictor
variables and the proportion of the domain used by the model is performed. This is achieved
through the inclusion of LASSO-type regularization terms. The resulting optimization problem
can be formulated as a nonlinear continuous optimization model with linear constraints. We
illustrate the performance of our approach on real-world and synthetic datasets. For more
details, see [1].
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Learning Energy Networks with Generalized Fenchel-Young
Losses
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Energy-based models, a.k.a. energy networks, perform inference by optimizing an energy
function, typically parametrized by a neural network. This allows one to capture potentially
complex relationships between inputs and outputs. To learn the parameters of the energy
function, the solution to that optimization problem is typically fed into a loss function. The key
challenge for training energy networks lies in computing loss gradients, as this typically requires
argmin/argmax differentiation. In this paper, building upon a generalized notion of conjugate
function, which replaces the usual bilinear pairing with a general energy function, we propose
generalized Fenchel-Young losses, a natural loss construction for learning energy networks. Our
losses enjoy many desirable properties and their gradients can be computed efficiently without
argmin/argmax differentiation. We also prove the calibration of their excess risk in the case of
linear-concave energies. We demonstrate our losses on multilabel classification and imitation
learning tasks.
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Abstract

We consider the value of some deterministic optimal control problem for two-player
games. We propose time-marching schemes and deep neural network approximations, using a
Lagrangian approach of [1] which was developed in the context of one-player optimal control
problems. Our analysis aims to give error estimates in an average norm for the considered
value. Some academic numerical examples related to reachability will be considered, where
level set functions are used in order to represent the reachable sets and SGDA type algorithms
are utilized for min/max optimization (see e.g. [2]).
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An Entropy Penalized Approach for Stochastic
Optimal Control Problems

Thibaut Bourdais Nadia Oudjane Francesco Russo

ENSTA Paris, France, t.bourdais34@gmail.com
EDF R& D and Fime, France, nadia.oudjane@edf.fr

ENSTA Paris, France, francesco.russo@ensta-paris.fr

We propose an alternative technique to dynamic programming for solving stochastic control
problems. We consider a weak formulation that is written as an optimization (minimization)
problem on the space of probabilities. We then propose a regularized version of this problem
obtained by splitting the minimization variables and penalizing the entropy between the two
probabilities to be optimized. We show that the regularized problem provides a good approxima-
tion of the original problem when the weight of the entropy regularization term is large enough.
Moreover, the regularized problem has the advantage of giving rise to optimization problems
that are easy to solve in each of the two optimization variables when the other is fixed. We take
advantage of this property to propose an alternating optimization algorithm whose convergence
to the infimum of the regularized problem is shown. The relevance of this approach is illustrated
by solving a high-dimensional stochastic control problem aimed at controlling consumption in
electrical systems.
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The inbound supply chain of a carmaker is designed to transport tens of thousands of types
of car parts from thousands of suppliers to dozens of plants. This logistics operation represents
tens of millions of euros and tens of thousands of tons of CO2 emissions per year. The arrival
of a new vehicle in the catalog of a carmaker requires a redesign of the network. The resulting
problem is a rich version of a multicommodity network design problem [1]. Its difficulty stems
from the combination of a large network and a huge number of commodities to be routed, nearly
a million. The considered problem is therefore orders of magnitude bigger than what classical
resolution methods from the litterature can solve [2, 3, 4]. We model this network design problem
and propose a heuristic algorithm to solve it in reasonable time. We provide a data analysis
of their instance and a lower bound to analyze algorithm performance. Numerical experiments
show significant improvement over Renault’s current solution but also point to a large margin
of possible improvement. We finally conclude on the future research perspectives arising from
the insights collected in this work.
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Entropic optimal transport (EOT) has received a lot of attention in recent years due to its
numerical tractability (Sinkhorn algorithm) as well as its connections to the Schrödinger bridge
problem. In this talk, I will first give some Lipschitz dependence results for the potentials of EOT
(in Ck norm) with respect to the marginals (for the Wasserstein metric). As a first application,
well posedness for Wasserstein gradient flows (with possibly several species) of energies involving
EOT terms will follow. Finally, I will describe another application which concerns the so-called
semi geostrophic equation, which has an Hamiltonian structure, well-posedness and convergence
of its entropic approximation will be explained (work in progress with Jean-David Benamou and
Hugo Malamut).
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Multi-access edge computing (MEC) is a distributed computing architecture that brings
computing and storage resources closer to the network edge. It enables applications and services
to be hosted and processed at the network edge, rather than in centralized data centers or
cloud platforms. By bringing computing closer to the end-users, MEC can reduce network
latency, improve application performance, and support emerging use cases that require low
latency and high bandwidth, such as augmented reality, virtual reality, or autonomous vehicles.
MEC can also enable new business models and revenue streams for network operators and service
providers, by providing value-added services, such as content caching, video optimization, or
network slicing.

However, there are also some challenges that need to be addressed, including:

• Resource Constraints: Edge nodes typically have limited computing and storage resources
compared to centralized data centers, which can limit the types and scale of applications
that can be deployed on edge nodes.

• Security: MEC introduces new security challenges, such as securing distributed computing
resources and protecting sensitive data at the edge of the network. More specifically, an
exploit can enable a rogue (or compromised) application to have access to non-authorized
parts of RAM, thus allowing to steal or poison the data of the other applications running
on the same physical host (sidechannel attack or compromised host). In a cloud environ-
ment, applications with greater security requirements would run on dedicated hardware.
However, this is no longer possible in MEC because of the scarcity of resources.

• Orchestration: MEC requires the management and orchestration of resources across mul-
tiple edge nodes and clusters, while meeting the requirements of service chains, including
security and end-to-end latency constraints.

We focus on the orchestration challenges in MEC. In particular, this work brings the following
contributions:

• Description and modelling of an optimization problem, called SLSCP (Security and Latency-
aware Service Chaining Problem) ;

• Algorithms that provide solutions for SLSCP ;

• Set-up of a platform that emulates a realistic Edge Computing environment and integration
of the designed algorithms
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In this work we propose a new primal-dual algorithm with adaptive step-sizes. The stochas-
tic primal-dual hybrid gradient (SPDHG) algorithm with constant step-sizes [1, 2] has become
widely applied in large-scale convex optimization across many scientific fields due to its scalabil-
ity. While the product of the primal and dual step-sizes is subject to an upper-bound in order
to ensure convergence, the selection of the ratio of the step-sizes is critical in applications. Up-
to-now there is no systematic and successful way of selecting the primal and dual step-sizes for
SPDHG. In this work, we propose a general class of adaptive SPDHG (A-SPDHG) algorithms,
and prove their convergence under weak assumptions. We also propose concrete parameters-
updating strategies which satisfy the assumptions of our theory and thereby lead to convergent
algorithms. Numerical examples on computed tomography demonstrate the effectiveness of the
proposed schemes.
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In usual convexity, a function is closed convex if and only if it is the supremum of its affine
minorants. In abstract convexity, affine functions are replaced by other elementary functions
belonging to some set H. By definition, a function is abstract H-convex if it is the supremum of
its H-minorants [3, 5, 4]. Few abstract H-convex minimization algorithms have been studied [3,
Chapter 9], [4, Chapter 9], such as the abstract cutting plane method and the abstract branch-
and-bound method. Recent work [1] on the `0 pseudonorm has highlighted elementary functions
that makes the `0 pseudonorm abstract H-convex — the so-called E-CAPRA affine functions.
As explicit formulas for the E-CAPRA subdifferential of the `0 pseudonorm have been calculated
[2], it has been made possible to implement abstract H-convex minimization algorithms to the
special case of the `0 pseudonorm.

We present our numerical tests on the E-CAPRA cutting plane method applied to the fol-
lowing sparse optimization problems: the minimization of the `0 pseudonorm in a blunt closed
cone, and the computation of the spark of a matrix (known to be a NP-hard problem [6]).
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Estimation-of-distribution algorithms (EDAs) are iterative methods that heuristically solve
optimization problems by maintaining an explicit probabilistic model of the search space. More
precisely, in each iteration an EDA randomly samples some potential solutions according to its
probabilistic model, evaluates their objective-function value (referred to as fitness), and updates
the model so that it has higher probability of sampling a solution with better fitness.

Over the past years the performance of EDAs has been studied extensively via theoretical
means. The results suggest that EDAs can have an advantage over other randomized search
heuristics in particular when coping with local optima or with noise [1, 2].

The compact genetic algorithm (cGA) [3] is one of the simpler EDAs. In each iteration
it samples only two solutions. Despite its simplicity, there is still no rigorous result on its
performance on the classic LeadingOnes benchmark, one of the most-studied benchmarks in
the theory of randomized search heuristics.

In this work, we study the performance of the cGA on LeadingOnes. The effectiveness
of the cGA highly depends on its sole parameter µ, the so-called hypothetical population size.
We prove that when µ = ω(n log2 n), then with high probability the cGA samples an optimal
solution in O(µn log n) iterations.

This work is part of the PGMO-funded project Mathematical Analysis of Complex Random-
ized Search Heuristics (PI: Benjamin Doerr).
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Discrepancy measures are metrics designed to quantify how well-spread a point set is in
a given space. Among the di�erent measures, the L∞ star discrepancy is the most important,
measuring the largest deviation between the volume of any box [0, q(, q ≤ 1, and the proportion of
points that are inside this box. Point sets of low discrepancy are used in many contexts, including
Quasi-Monte Carlo integration, �nancial mathematics and one-shot optimization. Despite their
wide-spread use, few people have directly tried to �nd optimal sets for this measure. In dimension
1, the optimal sets are known for all n [1], but already in dimension 2 results are limited to n ≤ 6
by White [2]. More recent works have focused either on very few points in higher dimensions
([3],[4]) or other measures [5].

In this talk, we introduce two non-linear programming formulations to �nd optimal L∞ star
discrepancy sets. With these, we are able to compute optimal sets for n ≤ 20 in dimension
2 and n ≤ 8 in dimension 3. These sets present a very di�erent structure to that of known
low-discrepancy sets and sequences such as Sobol' or Kronecker , possibly suggesting a new
construction method. Furthermore, our formulations can be easily adapted to other related
problems such as adding one or many points to an existing set, �nding optimal lattices or
optimal sets for the 4-corner star discrepancy which considers all boxes anchored in one of the
corners of [0, 1]d.
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The ongoing concerns surrounding climate change and its irreversible impacts necessitate a
deeper understanding of the commitment levels and behavioral nuances of governments toward
decarbonization. In our previous work, we established the dynamics of government players’
actions regarding carbon emission levels, emphasizing the interplay between GDP benefits and
the repercussions of climate change.

In this year’s presentation, we further enrich our study by introducing two decision-making
methodologies: a planning method and a receding horizon method. This allows us to delve deeper
into the strategic decisions made by governments and ascertain the critical trade-off between
global temperature rise and GDP. Such a rigorous examination provides valuable insights into
certain behavioral tendencies that appear invariant to the choice of the damage function.

Furthermore, we augment our study with the introduction of new damage functions, offering
a broader and more comprehensive perspective on the potential consequences of emissions. By
examining the utilities, we aim to understand better the optimal agreeing time for both the
planning and receding horizon methods for in favor of government and climate.

In the culmination of our analysis, we establish conditions on the benefits and damage
functions that guarantee the uniqueness of a pure Nash equilibrium. This is instrumental in
not only characterizing the strategic interactions among governments but also in identifying
scenarios where cooperative outcomes are more likely.
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In this work, we develop a splitting algorithm for solving a broad class of linearly constrained

composite optimization problems, whose objective function is the separable sum of possibly non-

convex nonsmooth functions and a smooth function, coupled by a di�erence of functions. This

structure encapsulates numerous signi�cant nonconvex and nonsmooth optimization problems

in the current literature including the linearly constrained di�erence-of-convex problems. Rely-

ing on the successive linearization and alternating direction method of multipliers, the proposed

algorithm exhibits the global subsequential convergence to a stationary point of the underlying

problem. We also establish the convergence of the full sequence generated by our algorithm

under the Kurdyka��ojasiewicz property and some mild assumptions. The e�ciency of the pro-

posed algorithm is tested on a robust principal component analysis problem and a nonconvex

optimal power �ow problem.
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Network slicing (NS) is a potential technology to support a higher degree of heterogeneity and
�exibility required by next-generation services in 5G networks. One of the essential elements
in network slicing is resource allocation, which needs to ensure slice tenants the protection
of their service level agreements (SLAs) while optimizing network e�ciency. We propose a
resource-sharing scheme based on the Fisher market model and the Trading post mechanism
that can achieve e�cient resource utilization while catering to multi-level fairness, dynamic load
conditions and SLA protection. In the proposed scheme, each service provider (SP) is given a
budget representing its infrastructure share or purchasing power in the market. The SPs acquire
di�erent resources by spending their budgets to o�er the service to di�erent classes of users, which
are classi�ed according to their service needs and priorities. We assume that SPs employ the α
fairness criteria while delivering the service to their subscribers. The proposed allocation scheme
aims to �nd a market equilibrium(ME) that provides allocation and resource pricing whereby
each SP's needs are met, and resources are fully utilized. We show that the ME solution
problem can be formulated as a convex optimization problem whose primal and dual optimal
solution provides equilibrium allocation and pricing. We build a privacy-preserving learning
algorithm enabling SPs to reach ME in a decentralized fashion. We theoretically evaluate the
proposed allocation scheme's performance by comparing it with the Social Optimal and Static
Proportional sharing schemes. Finally, we run extensive numerical simulations to assess the
fairness and e�ciency properties of the proposed scheme.
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The goal of this work is to obtain optimal rates for the convergence problem in mean field
control. Our analysis covers cases where the solutions to the limiting problem may not be unique
nor stable. Equivalently the value function of the limiting problem might not be differentiable
on the entire space. Our main result is then to derive sharp rates of convergence in two distinct
regimes. When the data is sufficiently regular, we obtain rates proportional to N−1/2, with N
being the number of particles. When the data is merely Lipschitz and semi-concave with respect
to the first Wasserstein distance, we obtain rates proportional to N−2/(3d+6). Noticeably, the
exponent 2/(3d + 6) is close to 1/d, which is the optimal rate of convergence for uncontrolled
particle systems driven by data with a similar regularity. The key argument in our approach
consists in mollifying the value function of the limiting problem in order to produce functions
that are almost classical sub-solutions to the limiting Hamilton-Jacobi equation (which is a
PDE set on the space of probability measures). These sub-solutions can be projected onto finite
dimensional spaces and then compared with the value functions associated with the particle
systems. In the end, this comparison is used to prove the most demanding bound in the estimates.
The key challenge therein is thus to exhibit an appropriate form of mollification. We do so by
employing sup-convolution within a convenient functional Hilbert space. To make the whole
easier, we limit ourselves to the periodic setting. We also provide some examples to show that
our results are sharp up to some extent.

This is based on the preprint [1]
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In generalized convexity, the duality product is replaced by a coupling c, the Fenchel conju-
gate is replaced by the conjugation associated to the coupling, and closed convex functions are
replaced by c-convex functions (de�ned as functions that are equal to their biconjugates) [2].
This �eld has been mostly the subject of theoretical works [3, 4, 5] and, more rarely, of algorith-
mic ones [3, Chapter 9], [4, Chapter 9]. Recent work [1] on the ℓ0 pseudonorm has highlighted
a so-called E-Capra coupling and conjugation which could lead to the application of generalized
convex algorithms to sparse optimization.

In this context, we intend to develop new algorithms in generalized convexity from both
theoretical and numerical standpoints. Here, we focus on the theoretical perspective and we
present: how to de�ne, in generalized convexity, Bregman distance and proximal operator; how
to construct and analyze dual problems; how to design sparsity-inducing regularizers.
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Optimal location of charging station: a
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When deciding about the location of charging stations for electrical vehicles, different con-
flicting aims can enter into the scope: minimal cost for investors, minimal inconvenience for EV
owners, limited number of stations... In order to take into account all these features in an op-
timal way, we analyzed different Single-Leader-Follower models in which cardinality constraints
are intrinsically integrated.
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I will present our collaboration with OCP, one of the world’s largest fertilizer producers,
to decarbonize its electricity supply through the installation of solar panels and batteries. We
develop an optimization framework that minimizes OCP’s time-discounted investment cost plus
the cost of satisfying its remaining demand via the national grid. We immunize our model
against deviations between forecast and realized solar generation output via a combination of
robust and distributionally robust optimization, to account, respectively, for variability in daily
solar generation and in seasonal weather patterns induced by climate change. OCP is currently
designing its renewable investment strategy, using insights gleaned from our optimization model,
and has pledged to invest over 12.3 billion USD in its green initiative by 2027, a subset of
which involves decarbonization. Under a 2 billion USD investment, the proposed methodology
reduces the carbon emissions which arise from OCP’s electricity needs by 95% while generating
a net present value of 200 million USD over 20 years. The methodology could be applied to
decarbonize other industrial consumers in a financially sustainable fashion, which is imperative
in the developing world.
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In single-objective optimization, it is well known that evolutionary algorithms also without
further adjustments can stand a certain amount of noise in the evaluation of the objective
function. In contrast, this question is not at all understood for multi-objective optimization.

In this work [1], we conduct the first mathematical runtime analysis of a simple multi-
objective evolutionary algorithm (MOEA) on a classic benchmark in the presence of noise in
the objective function. We prove that when bit-wise prior noise with rate p ≤ α/n, α a suitable
constant, is present, the simple evolutionary multi-objective optimizer (SEMO) without any
adjustments to cope with noise finds the Pareto front of the OneMinMax benchmark in time
O(n2 log n), just as in the case without noise. Our proofs suggest that the strong robustness
of the MOEA stems from its implicit diversity mechanism designed to enable it to compute a
population covering the whole Pareto front.

Interestingly this result only holds when the objective value of a solution is determined only
once and the algorithm from that point on works with this, possibly noisy, objective value.
We prove that when all solutions are reevaluated in each iteration, then any noise rate p =
ω(log(n)/n2) leads to a super-polynomial runtime. This is very different from single-objective
optimization, where it is generally preferred to reevaluate solutions whenever their fitness is
important and where examples are known such that not reevaluating solutions can lead to
catastrophic performance losses.

This work is part of the PGMO-funded project Mathematical Analysis of Complex Random-
ized Search Heuristics (PI: Benjamin Doerr).
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The non-dominated sorting genetic algorithm II (NSGA-II) [1] is the most intensively used
multi-objective evolutionary algorithm (MOEA) in real-world applications. While theoretical
research on the NSGA-II has only started very recently [3], this first work was quickly followed-
up by around a dozen research papers. The lower bounds proven in [2] show that the expected
run time of the NSGA-II often scales linearly with the population size N of the algorithm.
Consequently, different from many other evolutionary algorithms, the NSGA-II does not profit
from larger population sizes (as long as the population size is large enough for the NSGA-II to
be effective). This shows that the choice of the right parameter value is particularly critical for
the NSGA-II.

Analyzing the lower bound proofs, we find that this undesirable scaling is caused by the way
the NSGA-II breaks ties between solutions of the same quality (in the sense of non-dominated
sorting and crowding distance). We propose a simple modification of the tie-breaking rule of
the NSGA-II that takes into account the number of individuals with same objective value.
We investigate the performance of the NSGA-II with this balanced tie breaking on the two
benchmark functions OneMinMax and OneJumpZeroJump. We prove upper bounds that
remove the dependence of the expected run time on the population size N for decent ranges of
this parameter. Hence in these regimes, the choice of the population size is uncritical.

This work is part of the PGMO-funded project Mathematical Analysis of Complex Random-
ized Search Heuristics (PI: Benjamin Doerr).
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Physics-informed machine learning consists in training neural networks by using an empirical
risk which is penalized by a system of differential equations. These models combine the expres-
siveness of neural networks with the interpretability provided by physical modeling. Their good
practical performance has been illustrated both in the context of partial differential equations
solving, and in the context of hybrid modeling, which consists in combining an imperfect physical
model with noisy observations. However, their theoretical properties have yet to be established.
In this paper, we show that the classical training of these networks suffers from systematic
overfitting. We then show that adding a ridge regularization to their empirical risk ensures the
consistency of the resulting estimator. However, although the convergence of the theoretical risk
of the estimator is guaranteed, its convergence to a solution verifying the regularized physical
constraint requires a more detailed analysis. We show how adding a Sobolev penalty to the risk
makes it possible and comment this result with numerical illustrations.
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The problem I will present is motivated by the study of a Mean Field Game model whose
theory was simultaneously introduced by Lasry and Lions ([1, 2]) and Caines, Huang and Mal-
hamé ([3]) in 2006. The model consists in studying a population in a city where each agent
jumps to move from one place to another. Each inhabitant minimizes a cost composed of the
number of jumps and an increasing function of the density of the population. The solution to
this problem is a probability measure on the trajectories which is a Nash equilibrium.

The probability measure Q on the trajectories can be seen as a trajectory of the density of
the population ρt = et]Q which leads us to the following variational problem:

min
ρ∈E,ρ≥0

∀t∈[0,T ],
∫
Ω ρ(t,x)dx=1

∫ T

0

∫

Ω
(|∂tρ(t, x)|+ V (t, x)ρ(t, x) + f(ρ(t, x))) dxdt+ ψ0(ρ(0)) + ψT (ρ(T )),

where E = BV([0, T ], L1(Ω))∩L2([0, T ]×Ω). The number of jumps is associated with the total
variation of the density and the additional cost is associated with the increasing function of the
density. Density constraints are also added to the problem. We will see that the solution exists,
is unique and is Lipschitz in time, despite the discontinuous trajectories taken by each agent.
With additional hypothesis on the data, boundedness or continuity in space can be obtained
with Dirichlet conditions in time.

The aspect of the solutions are given by the Euler-Lagrange equations which show that in
space, either the solution is constant, or it follows the critical points of the cost. Numerical
simulations are carried out on a simple example by using the Fast Dual Proximal Gradient
method which validates the theoretical framework.
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The growing adoption of Electric Vehicles (EVs) presents many challenges and opportunities
for the Charging Station Operators (CSOs), who are called to determine their pricing strategies
considering the EV user charging behavior. Related literature, such as [1, 2], considers a CSO
who sets prices for different delays in the time required to charge. However, EV users are
supposed to give personal information such as their departure time, which also constrains them
to leave at the announced departure time (with potential overstay penalties).

In this work, we consider that the EV users arriving at a charging station view charging more
as an opportunity rather than as an indispensable need; hence, the parking duration depends
only on their on-site activities. Arguably, this behavior is likely to be more common in the future
(in the presence of high EV penetration and high charging point availability). In such settings,
an appropriate CSO “price menu” proposal would consist of different prices for different levels of
charging rates (unlike cases where prices are associated with different delay completion times).

We formulate the proposed price menu design problem as a bi-level optimization problem.
At the lower level, the EV users decide to choose one of the options in the menu or they may
choose not to charge. Their choice depends on their utility and the price per charging rate
offered in the menu. At the upper level, the CSO designs the prices per charging rates. We
provide analytical and numerical results on the optimal price menu design, considering in the
upper level (i) the maximization of the CSO’s profit, and (ii) the maximization of the social wel-
fare. We investigate the properties of the optimal price menu under both complete information
of the EV users utility, and incomplete information, where the CSO has only knowledge on the
distribution of the utility across the EV users population. In the latter, the bi-level optimization
problem yields to a Mixed Integer Linear Programming (MILP) in both the CSO’s profit and
social welfare maximization cases.
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We interested in a VS-EIAR epidemiological model considering vaccinated individuals {Vi :
i = 1, · · · , n}. The dynamic of the VS-EIAR model involves n+6 ordinary di�erential equations
that describe the change of vaccinated, susceptible, infected, exposed, asymptomatic and deaths
people groups. Our aim is to reduce the number of suscebtible, exposed, infected, and asymp-
tomatic people by using vaccination doses for suscepbtible individuals and treatment for infected
individuals. To do so, we use optimal control theory to control the dynamic of our considered
epidemic model in a terminal optimal time τ∗. Pontryagins maximum principle (PMP) will be
used to establish the existence of an optimal control time (v∗(t), u∗(t)). An impulsive VS-EIAR
epidemic model will be taken into account with a especial attention since the immigration or
the travel of some people to make our study more applicable. A numerical simulation is given
to show how the theoretical study can be applied.
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We consider a stylized model for investment into renewable power plants under long-term
uncertainty. We model risk-averse agents facing heterogeneous weather conditions and a common
noise including uncertainty on demand trends, future fuel prices and the average national weather
conditions. The objective of each agent is to maximize multistage profit by controlling investment
in discrete time steps. We analyze this model in a noncooperative game setting with N players,
where the interaction among agents occurs through the spot price mechanism. Our model
extends to a mean field game with common noise when the number of agents is infinite. We
prove that the N-player game admits a Nash equilibrium. Moreover, we prove that under
proper assumptions, any sequence of Nash equilibria to the N-player game converges to the
unique solution of the MFG game. Finally, our numerical experiments highlight the impact of
the risk aversion parameter and emphasize the difference between our model which captures
heterogeneity and representative agent models.
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Sparse optimization approaches have attracted extensive attention due to their practical
applications in various fields such as statistics, computer vision, signal/image processing, and
machine learning. A typical formulation is given by

x̂ ∈
{
arg min

x∈RN
G0(x) := Fy(Ax) + λ∥x∥0

}
, (1)

where A ∈ RM×N (with M ≪ N) is a linear operator, y ∈ RM denotes the observed data, and
the term ∥ · ∥0 is the ℓ0 pseudo-norm on RN that counts the number of non-zero components of
its arguments. The function Fy : RM → R≥0 is a measure of fit between Ax and y, and λ > 0
controls the trade-off between data fidelity and sparsity. Due to the nature of the ℓ0 function,
problem (1) is non-continuous, non-convex, and belongs to the class of NP-hard problems [1].
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Figure 1: Illustration of the ℓ0 Bregman Relaxation for
1D Kullback-Leibler sparse regression on R≥0.

In this talk, I will introduce
the ℓ0 Bregman Relaxation for (1),
which is defined as a non-convex
but continuous function providing a
good approximation to the ℓ0 term.
First, I will present results on the ex-
istence of global minimizers. Then, I
will show that replacing the ℓ0 term
in (1) with the ℓ0 Bregman Relax-
ation leads to an exact relaxation,
denoted G̃, of G0. This generalizes
existing work [2, 3] dedicated to the
least squares case. The relaxation G̃ is said to be exact as it “reduces” the non-convexity of (1)
(e.g., less local minimizers, wider basins of attraction) while preserving its global solution(s).
Finally, a tailored Bregman proximal gradient algorithm is used for the numerical solution of
the relaxed problem. Several numerical results for problems involving widely-used non-quadratic
data terms (Kullback-Leibler divergence, logistic regression) will be shown.
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Primal-dual algorithms for the resolution of convex-concave saddle point problems usually
come with one or several step size parameters. Within the range where convergence is guaran-
teed, choosing well the step size can make the di�erence between a slow or a fast algorithm.
A usual way to set step sizes is to ensure that there is a fair balance between primal and dual
variable's amount of change. This can be done adaptively [GLY15] and gives a much better
performance than �xed step sizes.

In this work, we show that on quadratic problems, it is possible to �nd even better step sizes.
We base our method on a spectral radius estimation procedure and try to minimize this spectral
radius, which is directly related to the rate of convergence. Building on power iterations [Hag21],
we could produce spectral radius estimates that are always smaller than 1 and work also in the
case of conjugate principal eigenvalues.

For strongly convex quadratics, we show that our step size rules yields an algorithm as
fast as inertial gradient descent. Moreover, since our spectral radius estimates only rely on
residual norms, our method can be readily adapted to more general convex-concave saddle point
problems.
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Typical well-built first order stochastic schemes satisfy desirable properties, including con-
ditional descent inequalities and almost sure (a.s.) convergence guarantees on the objective
function F , as well as on the involved gradient [4, 3]. In the convex framework, the geometry of
F often allows technical shortcuts, leading to the a.s. convergence of the algorithm iterates to
a global minimiser. By contrast, for non-convex objective functions, such type of convergence
cannot be easily guaranteed. We introduced in [2] a new avenue of work to bridge the gap be-
tween descent-type inequalities and a.s. convergence of the associated stochastic process despite
the lack of convexity of F . To do so, we build upon the strategy of [1] which initially consists in
using the Kurdyka-Lojasiewicz (KL) property to prove the finite length of a discrete determinis-
tic process (without any convexity assumptions). However, the stochastic setting does not allow
the use the KL theory as such. As a response to this challenge, we propose an alternative version
of the generic KL inequality, so as (i) to be consistent with the tools involved in usual proofs of
the stochastic approximation theory and (ii) to promote the existence of a.s. convergence results
for the iterates.
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In the last decades, the sport of sailing has experienced an increasing impact of new technologies,
and notably of scientific computing. Among all computational problems relevant for sailing, we
focus here on route planning and race strategy, i.e., the optimization of the yacht route.

In the most typical and basic form, the route planning problem requires reaching a windward
mark in minimum time within a variable wind field. According to the previous literature and
experimental evidence, this problem is approached from a stochastic viewpoint, in which the
wind field is modeled as having both a deterministic and a stochastic component, since even
when we have a reliable forecast of its evolution, the wind field is typically affected by random
fluctuations that represent a crucial part of the problem.

We discuss the extension of the classic dynamic programming approach to hybrid control
systems, where a continuous controller can switch between a finite collection of states, paying
a cost of switching. This approach requires the resolution of a system of quasi-variational
Hamilton-Jacobi inequalities that we propose to approximate via a semi-Lagrangian scheme
obtained by the direct discretization of the dynamical programming principle. We discuss the
application of such a framework to model a sailing boat navigation problem for the optimization
of the strategic choices on a race course [3].

The model can be extended to the non-zero sum games, naturally including the presence of
3 or more players [1, 2]. For the number of players going to infinity, it is possible to introduce a
new model as its mean-field limit. This is the case of very crowded races, where the interaction
between many players would be impossible to model correctly with other techniques.
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With the recent emergence of prosumers (who are both energy producers and consumers),
some companies propose to aggregate prosumers in the energy market. This is because pro-
sumers are generally too small to directly enter the electricity market themselves. To implement
those aggregators, there is a practical need to study how those who compose the portfolio,
based on their assets and production/consumption profiles, are going to be treated fairly. We
introduce and discuss ways to accommodate fairness by design in the modeling of the problem.
Following this paradigm, the allocation decided by the aggregator has to be fair at the cost of
an objective deterioration. This problem translates to a shared-resource fair allocation problem
and can be modeled as a mixed-integer linear program in the deterministic case. First, we re-
visit conventional approaches to accommodate fairness including, e.g., the minimax approach,
favoring the least well-off agent and the proportional approach, derived from Nash’s bargaining
problem. We also examine measuring the proportional savings of agents instead of their costs.
There, we minimize the agent with least-proportional savings, or we add equal proportional
savings constraints. Those different approaches are compared based on application case studies
of limited size, yet respecting realistic features of assets to be aggregated in electricity markets.
Importantly, we eventually take into consideration the uncertainties in the energy market: in
prices or energy loads. Accommodating fairness in stochastic resource allocation problems has
been less studied in the literature. As a basis, we extend the previous approaches and related
investigations to a two-stage stochastic program, by rethinking the previous fairness constraints
or objectives in an uncertain case. Using the same case studies, we finally discuss the specifics
of the stochastic setup compared to the deterministic one.
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Bike-sharing and car-sharing systems are an ecological alternative for urban transportation.
In particular in car-sharing systems, free-floating is becoming increasingly popular, but the
imbalance problem shows the need for stochastic modelling and analysis. We propose a new
stochastic model suited for free-floating. Indeed, it is commonly admitted that a free-floating
system can be modelled as a station-based system, by dividing the service area into small ge-
ographical zones. However, in a station-based system, the stations have a fixed capacity. In
contrast, the parking spaces available in free-floating car-sharing systems are those left by other
users of the public space. The dynamics of car-sharing systems interact with those of private cars
enlightening two different time scales. Assuming that private cars are more numerous, we have
a fast process for the number of private cars in each zone and a slow process for the number of
shared cars. A stochastic averaging principle governs the free-floating cars behavior and must be
managed in the mean-field analysis. A coupling argument under an additional technical assump-
tion is used. A phase transition with explicit threshold is exhibited between a non-saturated
regime where free-floating cars can always be parked and a saturated one where free-floating
cars do not find an available parking space with positive probability. This probability is com-
pletely determined by the more numerous private cars which implies that the operator cannot
act on the proportion of saturated areas, those with no parking spaces. This allows to solve the
dimensioning problem. The solution is completely different in this new model, compared to the
station-based case: the more free-floating cars there are in the system, the more satisfied the
users are. See [1] for details.
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In station-based car-sharing systems where users pick up a car and had to return it in the
same station, the parking place is reserved. As to the car, the user can reserve it in advance for
a time slot, with the option of cancelling. The issue is to evaluate the number of cars needed to
meet the demand in the event of cancellation.

As a first approximation, when the demand is high, we assume that a user will pick up a
car wherever there is one available for the time slot. We therefore consider a stochastic model
in which C cars (servers) are available to users (customers) arriving at rate λ. When the user
arrives, if a car is available for the entire time slot in the future, a reservation is made for that
slot. If not, the request is rejected. Before picking up the car, the reservation can be cancelled
by releasing the time slot. The user can also return the car before the end of the reservation
period. This is equivalent to abandoning the service. It is reasonable to assume that interarrival
times, pre-booking times, booking slots, reneging times and abandonment times are respectively
i.i.d with a general distribution, and an exponential distribution for inter-arrival times.

The number of reservations is difficult to study when C is finite. If C is infinite, this
process, generalizing the number of customers in a M/G/∞ queue can be expressed as the
number of points of a Poisson point process in some set of dimension 5. We obtain its fluid
limit and fluctuations when the arrival rate becomes large. The fluid limit is stricly increasing
converging to an explicit Cmax when t is large giving the number of This result generalizes a
result for M/G/∞ queue by Fricker and Jaibi[]. The proof is based on the theory of Poisson
point processes, in particular martingales associated to them, and convergence theorems. If C is
finite, simulations show that there is a phase transition between two regimes, a saturated one if
Cmax = C and a non-saturated one otherwise. The long time value of the fluid limit is Cmax in
the non-saturated regime, while in the saturated regime, the fluid limit does not reach C. This
long time value is not known and the object of future work. This work was carried out during
Florian Verdier’s internship at INRIA and Polytechnique Montreal. Paper in preparation.
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In this talk, we address the following question: how can we enforce parsimony and structure
in a regularized regression model ? Specifically, we investigate strategies that promote not only
sparsity but also clustering of correlated features. In fact, we aim to recover these groups without
prior knowledge about the clusters. For such problems, the Sorted ℓ1 norm (SLOPE [1], OWL
[2]) is already widely used. Yet, SLOPE relies on the ℓ1 penalty. It therefore shares a major
drawback with the Lasso: it is biased and tends to shrink non-null coefficients.

In the same way nonconvex penalties have been introduced as unbiased ℓ1 alternatives, we
deal here with sorted nonconvex penalties as unbiased SLOPE’s counterparts. Feng and Zhang [3]
have already proposed an approach to address a family of sorted nonconvex penalties: they use
a "majorize-minimization" method that generates a sequence of easier-to-solve convex surrogate
problems.

Instead, we show that for a parameter η small enough in proxηΨ, we can exactly compute
-with linear complexity- the prox of these penalties and apply proximal gradient algorithms to
solve the penalized regression. We introduce a new writing for the prox of sorted penalties which
only involves the scalar prox of the penalty (for which we usually have an explicit expression)
and averaged values of parts of the input vector and the regularization sequence.

We experimentally show that using sorted nonconvex penalties do improve both unbiasedness
of the solution and automatic features grouping, which validates our initial hypothesis. We also
compare our method with the "majorize-minimization" approach and demonstrate a significant
gain in both minimization and computation time.
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Gaussian Processes (GPs) are semi-parametric models commonly employed in various real-
world applications such as statistical modeling and sensitivity analysis. They play an instru-
mental role in Bayesian optimization since they determine the sequence of iterates where the
objective function is evaluated. GPs are particularly useful in the context of small data when
there are of the order of a hundred to a thousand points to learn. However, GPs su�er partic-
ularly from the curse of dimensionality [2]: at a �xed number of data points, their predictive
capability may decrease dramatically in high dimension (d ≳ 40) [3].

In this talk, we investigate such a phenomenon in details. We illustrate this loss of per-
formance with increasing dimension on simple functions and analyze its underlying symptoms,
in particular a tendency to become constant away from the data points. We show that the
fundamental problem is one of learning and not one of representation capacity: maximum like-
lihood, the dominant loss function for such models, can miss regions of optimality of the GP
hyperparameters. Failure of maximum likelihood is related to statistical model inadequacy [1]:
a model with constant trend is sensitive to dimensionality when �tting quadratic functions while
it much better handles dimension growth for linear functions or Gaussian trajectories generated
with the right covariance. Our experiments also show that the leave-one-out loss function is less
prone to the curse of dimensionality even for inadequate statistical models.
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We consider a simple PDE-constrained optimization problem under uncertainty governed
by a Poisson's equation with Dirichlet boundary conditions. The right-hand side is de�ned
by a control plus a random source term. The resulting random states are supposed to stay
within certain limits (uniformly over the domain) with given high probability. We provide
an exact formula for the Clarke subdi�erential of the associated probability function assigning
to each control the probability of satisfying the state constraints. This formula, in particular
its reduction in the di�erentiable case, can be used both for algorithmic purposes and for the
derivation of necessary and su�cient optimality conditions. The latter require some additional
results on convexity. Numerical results in 1 and 2 D are illustrated. Special emphasis is laid on
the consideration of almost-sure constraints (the extreme situation for probability equal to one).
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Combinatorial Optimization: Mixed Integer Programming, Decomposition

In this study, we propose an imitation learning framework designed to enhance the Ben-
ders decomposition method. Our primary focus is addressing degeneracy in subproblems with
multiple dual optima, among which Magnanti-Wong technique identi�es the non-dominant so-
lution. We develop two policies. In the �rst policy, we replicate the Magnanti-Wong method
and learn from each iteration. In the second policy, our objective is to determine a trajectory
that expedites the attainment of the �nal subproblem dual solution. We train and assess these
two policies through extensive computational experiments on two real cases, con�rming that
the presence of such learned policies signi�cantly enhances the e�ciency of the decomposition
process.
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In this talk we study the numerical approximation of deterministic Mean Field Games where
the dynamics of a typical agent is non-linear with respect to the state variable and affine with
respect to the control variable. Particular instances of the problem considered here are mean
field games where the typical player controls its acceleration. Our main result is the convergence
of solutions of this approximation towards MFG equilibria. If time permits, we will also discuss
the case of deterministic mean field games with state constraints.
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In many applications, when building regression models, it is important to account for the pres-
ence of outliers, i.e., corrupted input data points resulting, e.g., from recording errors. Problems
consisting in simultaneously performing linear regression and discarding outliers may be formu-
lated as mixed-integer optimization problems of the following form which involves cubic terms,
each given by the product of a binary variable and a quadratic term of the continuous variables:

min
x,z

m∑

i=1

(yi − a>
i x)2(1− zi)

s.t. (x, z) ∈ F ⊆ Rn × {0, 1}m,
(1)

where (ai, yi) ∈ Rn+1 for all i ∈ {1, . . . ,m} are given data and F is the feasible region. In
particular, the formulation (1) includes as a special case the least trimmed squares problem
which is NP-hard [1, 2], and also hard to approximate [3].

Existing approaches in the literature typically rely on the linearization of the cubic terms
using big-M constraints. However the latter lead to weak relaxations and poor performance in
practice. In this work, we derive stronger second-order conic relaxations not involving big-M
constraints. Our computational experiments indicate that the proposed formulations are several
orders of magnitude faster than existing big-M formulations in the literature for this problem.
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In this work, we show that the heavy-ball (HB) method provably does not reach an ac-
celerated convergence rate on smooth strongly convex problems. More specifically, we show
that for any condition number and any choice of algorithmic parameters, either the worst-case
convergence rate of HB on the class of L-smooth and µ-strongly convex quadratic functions is
not accelerated (that is, slower than 1 − O(k)), or there exists an L-smooth µ-strongly convex
function and an initialization such that the method does not converge. To the best of our knowl-
edge, this result closes a simple yet open question on one of the most used and iconic first-order
optimization technique. Our approach builds on finding functions for which HB fails to converge
and instead cycles over finitely many iterates. We analytically describe all parametrizations of
HB that exhibit this cycling behavior on a particular cycle shape, whose choice is supported by
a systematic and constructive approach to the study of cycling behaviors of first-order methods.
We show the robustness of our results to perturbations of the cycle, and extend them to class
of functions that also satisfy higher-order regularity conditions. Submitted
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We propose a general framework for analyzing the behavior at its extrema of an extended real-
valued function that can lack convexity or di�erentiability, and for which the classical Fermat
rules of optimality do not apply. To this end, we employ the notions of sup-subdi�erential,
recently introduced by two of the authors together with A. Kruger in [1], and partial sup-

subdi�erentials. The sup-subdi�erential is a nonempty enlargement of the Moreau-Rockafellar
subdi�erential, satisfying most of its fundamental properties and enjoying certain calculus rules.
The partial sup-subdi�erentials are obtained by breaking down the sup-subdi�erential into one-

dimensional components through the elements of a Hamel basis and play the same role as the
partial derivatives in the Fermat optimality rules.
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Complex phenomena can be accurately described by means of data-driven mathematical

models. However, being able to integrate these models within a mathematical optimization

framework can be, in general, very challenging. In fact, many of these data-driven models are

`black-box', in the sense that they do not have an explicit mathematical formula which describes

them. In other cases, even if an explicit expression exists, including it into a mathematical

optimization model may make solving the problem computationally intractable. We propose to

use a special kind of surrogate models, regression splines, to deal with functions of this kind

which appear in Mixed Integer Nonlinear Programming (MINLP) problems. The choice of spline

functions is not arbitrary. On one hand, they o�er a good compromise between accuracy and

complexity. On the other hand, their functional form allows us to exploit separability and

approximate general non-convex MINLPs by a more tractable subclass of problems.
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Variational inference methods aim at approximating difficult probability distributions by
minimizing a statistical divergence over a family of parametric distributions. Exponential fami-
lies, which include Gaussian distributions, are often chosen as the approximating family in such
problems. This is because when the statistical divergence is the Kullback-Leibler divergence,
it is possible to describe the optimal solutions using convex analysis techniques. However, it
is often necessary to go beyond exponential families. For instance, heavy-tailed distributions
cannot be represented as an exponential family.

Recently, λ-exponential families have been proposed to extend exponential families [1]. They
include in particular Student and Cauchy distributions. The authors also introduced the theory
of λ-duality to study λ-exponential families. This theory is a generalization of the convex duality
theory using a suitable non-linear coupling instead of the standard scalar product. This is related
to recent works in optimization [2]. Still, not much is known about these families, and there is
a lack of results indicating how to use them to solve statistical tasks.

We study variational inference problems over λ-exponential families. To this end, we propose
a theoretical framework based on λ-duality and extend the approach of [1]. This enables us
to recover known variational inference results for standard exponential families and generalize
them. In particular, we calculate generalized subgradients with our non-linear couplings for some
functions of interest. This allows us to give novel sufficient optimality conditions for variational
inference problems on λ-exponential families. We also propose a new proximal-like algorithm to
address these problems. We illustrate numerically the usefulness of these results on problems
involving heavy-tailed distributions.
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Sparse representations arise in many application fields such as machine learning and signal
processing. They usually result from the resolution of some convex optimization problem of
the form x? ∈ argminx f(x) + λg(x), where f(·) is a loss function, g(·) is a sparsity-inducing
regularization [1] and λ > 0 is a tradeoff parameter. The latter problem can be addressed with
first-order optimization methods such as Proximal Gradient (PG), Coordinate Descent (CD)
or Alternating Direction Method of Multipliers (ADMM). A popular strategy to exploit the
problem structure is to enhance these algorithms with screening tests to detect the position
of zeros in x?. This allows shrinking the problem dimensionality and saving computational
resources during the resolution [2]. We propose a complementary strategy, dubbed relaxing, to
detect the position of non-zeros in x?. We then leverage this knowledge to perform second-order
iterations on the latter subset of entries, thus expecting improvements in the convergence rate.
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The adjacent figure shows the
improvements allowed by screen-
ing and relaxing on two large-
scale datasets, namely bctgca and
cancer, drawn from the HDRM
database. We set f(·) as a Least-
squares and Logistic loss, respec-
tively, and g(·) as an Elastic-net reg-
ularization. For each dataset, we
solve the corresponding problem for
20 logarithmically spaced values of λ to span different working regimes and we report the overall
solution time. We observe an acceleration factor up to three orders of magnitude when imple-
menting both screening and relaxing tests compared to a vanilla implementation of PG, CD and
ADMM, which assesses the interest for the presented “Screen & Relax” strategy.
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In many application fields such as machine learning, signal processing or inverse problems,
it is of paramount interest to solve optimization problems of the form

minx∈Rn f(x) + λ‖x‖0 (1)

where f(·) is some loss function, ‖·‖0 is the so-called `0-norm that promotes sparsity in the opti-
mizers by counting the number of non-zeros in its argument and λ > 0 is an hyperparameter [1].
This problem can be solved effectively via Branch-and-Bound (BnB) algorithms by adding a
bound constraint l ≤ x ≤ u to reformulate the `0-norm using a binary variable through Big-M
relations [2]. In practice, the choice of the values in the bounds l and u must respect two con-
flicting imperatives. On the one hand, the additional constraint must not modify the solutions
of the initial problem. Hence, the interval [l,u] ⊆ Rn should be chosen wide enough to contain
all the optimizers of (1). On the other hand, the quality of the relaxations constructed across
the BnB tree degrades with the spread of [l,u]. Hence, setting a too-wide interval is likely to
increase the number of nodes explored during the BnB algorithm and penalize the solution time.

We propose a new strategy, dubbed peeling, to address this issue. By leveraging a dual-
ity property linking consecutive nodes, we locally tighten the interval [l,u] which results in a
strengthening of the relaxations constructed. This procedure is carried out in a safe manner,
i.e., we guarantee the validity of the BnB procedure and the optimality of the solutions obtained.
Peeling can be seen as a generalization of the screening methodology recently introduced for `0-
penalized problems [3]. Through different numerical experiments, we show that peeling allows
significant gains in the number of nodes explored and in the solution time.
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We consider transport networks with uncertain demands at the consumer nodes. Network
dynamics are given by hyperbolic partial differential equations with linear flux functions and
(non-)linear damping terms. At the network junctions suitable coupling conditions are discussed.
Demands can be incorporated deterministically or stochastically. One way to model demand
uncertainty is to use solutions to suitable stochastic differential equations, as for example Jacobi
or Ornstein-Uhlenbeck processes. For the demand satisfaction, we solve a constrained optimal
control problem. Controls in terms of network inputs are then calculated explicitly for different
assumptions.

Extending the model, these explicit inflow controls can be used to set up a bilevel opti-
mization framework. The inner problem consists of solving the aforementioned control problem,
whereas the outer problem is concerned with reconstructing desired demand levels from past
data. Existence of controls in Lebesgue spaces is ensured when interpreting the hyperbolic
conservation law in the weak sense.

Some numerical experiments are presented to visualize various features of the model including
potential updating strategies in the control problem and strategies of how to observe the network
in order to obtain good reconstructions of the desired demand in the bilevel framework.
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HiGHS is open-source software for large scale linear optimization, and has established itself as
offering the best benchmark performance due to its innovative interior point (IPM) solver for LP,
and powerful MIP solver. In particular, the IPM solver has been hailed as a game-changer for
the field of open-source energy system modelling. However, for some instances, the IPM solver
is still prohibitively expensive. This talk will discuss the development of a new IPM solver for
HiGHS.

Keywords: Open-source software, Linear optimization, Interior point method, Sparse nu-
merical linear algebra
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We study a Vehicle-to-Grid (V2G) smart charging optimization problem. The problem
examines the perspective of an aggregator wishing to maximize profits by using the battery of
a single electric vehicles to trade energy and ancillary services on a day-ahead market. The
problem can be obtained as a relaxation of a more complex and operationally realistic multiple
vehicle problem.

Our work focused on the development of an original and exact algorithm for optimally solving
the considred problem in polynomial time. We present both mathematically rigorous proofs of
optimality, and an in-depth time complexity analysis. The solution approach leverages a variant
of forward dynamic programming.

The work was performed as part of an M2 internship in collaboration between EDF and École
des Mines Saint-Étienne, and was funded by PGMO. It is part of the PGMO Vehicle-to-Grid
project.
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In this talk we put the emphasis on nonlinear (weak) sharp minimizers with respect to a
gauge function. This concept plays an important role in both theoretical and numerical aspects
of optimization. In the last part of the contribution we study the stability (in some appropriate
sense) of local/global minimizers of an objective function f perturbed to f + g by a function g
belonging to a suitable class of Lipschitz functions defined on metric spaces.
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We introduce and study the class of semide�nite games, which generalizes bimatrix games
and �nite N -person games, by replacing the simplex of the mixed strategies for each player by
a slice of the positive semide�nite cone in the space of real symmetric matrices.

For semide�nite two-player zero-sum games, we show that the optimal strategies can be
computed by semide�nite programming. Furthermore, we show that two-player semide�nite
zero-sum games are almost equivalent to semide�nite programming, generalizing Dantzig's [1]
result on the almost equivalence of bimatrix games and linear programming.

For general two-player semide�nite games, we prove a spectrahedral characterization of the
Nash equilibria. Moreover, we give constructions of semide�nite games with many Nash equi-
libria. In particular, we give a construction of semide�nite games whose number of connected
components of Nash equilibria exceeds the long standing best known construction for many Nash
equilibria in bimatrix games, which was presented by von Stengel [2] in 1999.
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An energy collective is a community of energy system actors who decide to operate in a
collaborative manner. In this way they allow to facilitate the production and distribution of
renewable energy. Among the various types of small-scale energy collectives, microgrids have
gained prominence. In these networks, multiple users share a distributed energy resource (DER)
with the aim of establishing a semi-autonomous system that can operate both connected to the
main power grid and in isolation.

Since DERs offer more affordable energy, but may not be able to fully meet the demand
of all users, they will therefore compete with each other for these cost-effective DER energy
resources, particularly during peak demand hours. Consequently, there is a need of considering
fairness allocation among smart homes that share the DER in the microgrid. To the best of our
knowledge, the closest study addressing this aspect is presented in [1], where fairness is measured
by minimizing the discrepancy between the cost assigned to each house and the cost it would
have incurred if it had been the only house in the microgrid.

In this work, we investigate a community consisting of different houses, a shared DER, and
a common energy storage system. Each house has an energy demand to satisfy over a discrete
planning horizon. The demand can be fulfilled either by using the DER, the battery, or by
purchasing electricity from the main power grid. Excess energy can be stored in the battery or
sold back to the main grid. The objective is to find a supply plan that provides a fair allocation
of renewable energy while minimizing the total cost of the microgrid. We formulate the problem
as a mixed-integer linear programming model, considering various fairness metrics such as the
proportional allocation rule and the min-max fairness. We evaluate the obtained predictive
models using real instances with up to 7 houses and a one-day time horizon with 15-minute time
intervals. The data used for these instances are sourced from E4C1 and pertains to a smart
building located in France.
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The profitability of a concentrated solar plant (CSP) depends on the type of storage system
and its daily operation. In addition, this profitability can be evaluated using different economical
criteria such as the minimum time to recover the initial investment, the total profit at the end
of the project and others. Given a solar field and a power block, our aim in this work is to
determine an optimal design of the storage system for the CSP. We consider two types of storage
technology, namely thermochemical reactor and a Two-Tank molten salt system, two different
production strategies, four different economical criteria and three price scenarios for electricity
market [1, 2]. And for each such combination (called profile) our model determine the optimal
design of the CSP. But, contrary to classical economical evaluation in literature, in our approach
an optimal design consists of the optimal values of the physical design of the storage system
but also the optimal operations of the plant (production, storage, discharge). Thanks to this
model and the obtained results we are able to exhibit conditions under which thermochemical
storage is more economically pertinent than Two-Tanks storage and also situations ensuring an
economical equilibrium of the CSP without subsidy.
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In this talk, we present algorithmic perspectives based on mathematical tools of generalized
Fenchel-Moreau conjugacies induced by one-sided linear (OSL) couplings.

We start with a generalization of the notion of Bregman divergence with OSL couplings,
a first step before we also extend the mirror descent algorithm with OSL couplings [3]. This
contribution is an original new step in the algorithmic toolbox of general convexity, dominated
so far by the cutting angle algorithm [1].

We also comment on the possibility to apply our generalized mirror descent algorithm to
sparse optimization problems that display Capra-convex properties [2]. In particular, we consider
problems displaying the `0 sparse pseudonorm as an objective function. Numerical perspectives
are encouraged by the knowledge of a closed-form expression for the Capra-subdifferential of `0
[4], which is requested for both the cutting angle and the mirror descent algorithm.
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AC-OPF (Alternative Current - Optimal Power Flow) aims at minimizing the operating
costs of an AC power grid. It is well-known to be a difficult optimization problem in general, as
it reformulates as a nonconvex QCQP (Quadratically Constrained Quadratic Program).

The moment-SOS (Sums-Of-Squares) hierarchy has proved relevant to solve AC-OPF in-
stances to global optimality [1]. However, obtaining the convergence of the hierarchy may re-
quires to go beyond the first step of the involved sequence of SDP (Semidefinite Programming)
relaxations (e.g. up to the third step in [1]), and thus to solve semidefinite programs whose size
grows drastically at each step of the hierarchy. Thus, the application of such relaxations to large
scale AC-OPF problems (with thousands of variables) remains a challenging computing task.

Large polynomial optimization problems can be tackled efficiently if they are sufficiently
sparse. In this talk, we present a new sparsity pattern, that we call minimal sparsity, inspired
by the specific structure of the AC-OPF problem [2]. We show that minimal sparsity enables
the computation of second order moment-SOS relaxations on large scale AC-OPF instances with
far less computing resources — i.e. RAM and time — than the standard correlative sparsity
pattern. Experimentally, we observe that it also provides tight lower bounds to certify the global
optimality of AC-OPF solutions.

References

[1] Cédric Josz, Jean Maeght, Patrick Panciatici and Jean-Charles Gilbert. Application of the
moment-SOS approach to global optimization of the OPF problem. IEEE Transactions on
Power Systems, 30(1):463–470, 2014.

[2] Adrien Le Franc, Victor Magron, Jean-Bernard Lasserre, Manuel Ruiz and Patrick Panci-
atici. Minimal Sparsity for Second-Order Moment-SOS Relaxations of the AC-OPF Prob-
lem. arXiv preprint arXiv:2305.19232, 2023.

PGMODAYS 2023 Invited and contributed talks

67



Duality of upper bounds in stochastic dynamic
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For multistage stochastic programming problems with stagewise inde- pendent uncertainty,
dynamic programming algorithms computes approximations of the value functions at each
stage. The Stochastic Dual Dynamic Programming (SDDP) algorithm provides polyhedral lower
bounds, in the spirit of the Nested Benders algorithm. On the other hand, non- statistical upper
bounds took a longer time to appear. One approach uses the primal dynamic programming
recursion to build inner approximations of the value functions, while another builds lower ap-
proximations for the conjugate of the value functions. Unfortunately, the dynamic program-
ming recursion for the conjugate value functions does not decompose over uncertainties, which
suggests a Lagrangian relaxation. We prove that this Lagrangian relaxation corresponds exactly
to the primal upper bounds for a natural choice of multipliers
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the Double-Floor Single-Row Facility Layout Problem

Junqi Liu1 2 Benjamin Doerr2 Zeqiang Zhang1 Martin S. Krejca2 Berna Ulutas 3

1School of Mechanical Engineering, Southwest Jiaotong University,
junqiLiu@my.swjtu.edu.cn

zhangzq@home.swjtu.edu.cn
2 LIX, CNRS, Ecole Polytechnique, Institut Polytechnique de Paris,

doerr@lix.polytechnique.fr,
martin.krejca@polytechnique.edu

3 Department of Industrial Engineering, Eskisehir Osmangazi University,
bhaktan@ogu.edu.tr

Keywords: facility planning and design, double-floor single-row facility layout problem,
mixed-integer linear programming, fast evolution algorithm, real-life case

We consider facility planning and design in the single-row facility layout problem (SRFLP) [1]
for double-floor spaces to minimize land and material handling costs by efficiently arranging
facilities along a given transport side of double-floor spaces. Previously, this problem has been
solved based on a mixed-integer linear programming formulation. Our fast (1+1) EA operates by
initially constructing a solution that aligns with the characteristics of SRFLP. It then proceeds
to determine mutations using a heavy-tailed distribution function. To generate new solutions, we
employ local insert and swap operators and incorporate a restart strategy into the process. We
demonstrate the practical value of the fast (1+1) EA for DF-SRFLP on numerical experiments
(9-80 facility-scale datasets) and real-world instances, including assembly workshops (size 14)
and footwear manufacturing workshops (size 54).
The experimental results show that under the numerical experiments: the solve time of the MILP
solver (GUROBI 10.0.1) grows exponentially with the problem size, while (1+1) EA is relatively
stable. And the large-scale, MILP solver is not able to give suitable values in a reasonable time.
In a practical application involving a 14-scale assembly line shop, the 1+1 EA achieves a layout
that reduces material handling costs by 24 % compared to the original layout form. Furthermore,
in the context of a 54-scale shoe factory, our proposed algorithm not only successfully addresses
the DF-SRFLP but also offers a valuable reference for establishing an improved layout.
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We introduce a novel algorithm for numerically finding the value function, along with the
optimal trajectory, for a class of finite horizon deterministic optimal control problems of the
form

max

∫ T

0
`(x(s), u(s))ds+ φ(x(T ))

s t.

{
ẋ(s) = f(x(s), u(s)) ,

x(s) ∈ X, u(s) ∈ U,∀ s ∈ [0, T ] ,

(1)

where x(0) = x0 is given, and the reward function ` is only required to be semiconcave w.r.t. x.
We look for a tight approximation of the value function along the optimal trajectories starting

from a given initial point x0. Our approach relies on approximating the value function from
above, in a given time horizon, by a minimum of quadratic “basis” functions. However, the
evolutionary semigroup associated with the maximization problem is max-plus linear instead of
min-plus linear. We show that we can propagate the quadratic “basis functions” by solving a
dual problem, which gives a new upper approximation of the value function. The trajectory is
then updated to an optimal trajectory derived from the current approximate value function.

This method is inspired by, and can be thought of as, a generalization of the Dual Dynamic
Programming algorithm [1, 2], adapted to semiconcave problems. We show that our method
converges to the global maximum under certain regularity assumptions. We present numerical
benchmarks, on N -body problems.
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We present a new class of gradient-type optimization methods that extends vanilla gradient
descent, mirror descent, Riemannian gradient descent, and natural gradient descent. Our ap-
proach involves constructing a surrogate for the objective function in a systematic manner, based
on a chosen cost function. This surrogate is then minimized using an alternating minimization
scheme. Using optimal transport theory we establish convergence rates based on generalized
notions of smoothness and convexity. We provide local versions of these two notions when the
cost satisfies a condition known as nonnegative cross-curvature. In particular our framework
provides the first global rates for natural gradient descent and the standard Newton’s method.
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with a nonsmooth and nonconvex constraint

Gregorio M. Sempere1 Welington de Oliveira1

1MINES Paris PSL (CMA), France, gregorio.martinez_sempere@minesparis.psl.eu ,
welington.oliveira@minesparis.psl.eu

Keywords: Nonsmooth and nonconvex optimization, Epi-convergence, Bundle methods

Modern optimization problems from stochastic optimization, machine learning, uncertainty
quantification, and others often involve functions that fail to be smooth and convex. Neverthe-
less, many such problems possess some structure that can and should be exploited in numerical
optimization. This work investigates implementable necessary optimality conditions for a broad
class of nonsmooth and nonconvex optimization problems involving objective and constraint
functions that can be expressed as a finite sum of pointwise maxima of finitely many weakly-
concave functions. Such a setting is general enough to accommodate nonconvex reliability-based
optimization problems for which mathematically sound algorithms are scarce. Application ar-
eas include energy management, electric power systems, transportation, engineering design, and
manufacturing. Our main contribution is a proximal-type algorithm with convergence guaran-
tees to critical points. Our approach does not require penalization nor a feasible initial point.
Numerical experiments on some stochastic reliability-based optimization problems illustrate the
practical performance of the method.
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Interior Point Methods in Optimal Control
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This presentation deals with interior point methods for optimal control problems with pure state
and mixed constraints. Interior point methods in optimal control have been studied in numerous
papers [2, 1, 4], however, unlike their counterpart in numerical optimization, they have not yet
been fully theorized. In [1], the authors show the convergence of the adjoint state, the state,
and the control for problems with control constraints of the form a ≤ u(t) ≤ b and for nonlinear
systems affine in the control variable. The proof of convergence in [1] also relies on an assumption
of uniqueness of the solution and on an assumption of strong convexity of the problem. In [2],
the authors show the convergence of interior point methods in optimal control, with a primal-
dual implementation, for problems with control constraints and using a strong Legendre-Clebsch
condition which, in this case, is equivalent to a strong convexity assumption. In [3], the authors
establish sufficient conditions on the state and control penalties to ensure that the solutions of
a penalized optimal control problem strictly satisfy the constraints and prove the convergence
of state and control variables using an assumption of uniqueness of the optimal solution and a
strong convexity assumption. More recently, in [4], the author proves the convergence of interior
point methods for the primal variables (state and control), the adjoint state, and the multipliers
associated with the pure state and mixed constraints. This proof of convergence is established
without using a strong convexity assumption but for nonlinear systems, mixed constraints and
cost affine in the control. These results generalize [4] to a general class of dynamics and mixed
constraints without requiring any additional assumptions. Interestingly, interior point methods
in optimal control allow pure state constraints and mixed state-control constraints to be treated
in the same way, i.e. using logarithmic penalties in each case. However, the difference in nature
between these two types of constraints lies in the convergence topology of the dual variables
associated with them. This contribution has been submitted to ESAIM COCV in may 2023.
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The theory of optimal transport (OT) [3] is a mathematical framework that focuses on
finding the optimal transport plan or map that minimizes the cost of moving resources from a
source distribution µ to a target distribution ν. The cost is typically defined as a distance or a
dissimilarity measure between the source and target points, and the optimal transport plan aims
to minimize this cost while satisfying certain constraints. In biology, OT gained popularity in
various single-cell data analysis tasks, ranging from reconstructing trajectories of cell evolution ,
over predicting cell responses of therapeutical interventions [2] and inferring spatial and signaling
relationships between cells. In these applications, the source and target distributions correspond
to measurements of different biomolecules (e.g., mRNA, proteins) at a single-cell level.

In many applications, data measurements µi and νi (source/target distributions) are coupled
to a context variable xi. In such cases, one might aspire to learn a global transportation map
that is parameterized through xi and thus facilitates the prediction of target states ν̂j from
source states µj , even for an unseen context xj . This extension of OT, contextual OT [1],
consists of a model that predicts the transportation map conditioned on a context variable.

We propose a quantum formulation that leverages on the following concept. Let (·) denote the
complex conjugate of the argument, and (·)⊙(·) the Hadamard product between matrices. Let U
be a unitary matrix (possibly depending on context x and learning parameters θ), then unitarity
implies that U ⊙U is a doubly stochastic matrix (DSM), that is a special case of transportation
map. Also, we prove that a generic transportation map with margins µ and ν can be embedded
into a DSM. This concept shows that there is a natural link between transportation maps and
unitary operators. Moreover, the latter could be a key component for an inductive bias that is
well-suited for quantum computation.
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In this talk we present a load-balancing algorithm for a closed stochastic network with two
zones with different demands [1]. The algorithm is motivated by an incentive algorithm for
redistribution of cars in a large-scale car-sharing system. The service area is divided into two
zones. When cars stay too long in the low-demand zone, users are encouraged to pick them up
and return them in the high-demand zone. The zones are divided in cells called stations. The
cars are the network customers. We show that the mean-field limit solution of an ODE gives the
large scale distribution of the station state in both clusters for this incentive policy in a discrete
Markovian framework. An equilibrium point of this ODE is characterized via the invariant
measure of a random walk in the quarter-plane. The proportion of empty and saturated stations
measures how the system is balanced. Finally, we present numerical experiments illustrating the
impact of the incentive policy. Our study shows that the incentive policy is useful when the high-
demand zone is experiencing a shortage of cars, but that saturation must be avoided, especially
when the high-demand zone is small.
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Cross-borders exchanges have taken a major role in European strategy to achieve climate
goals. The European Commission set a target of 15% interconnections in 2030, meaning that
each country should have the physical capability to export at least 15% of their production.
Increasing exchanges makes short term planning more complex.

In this context, the French TSO (RTE) released an open-source toolbox FARAO [1] to per-
form Coordinated Capacity Calculation (CCC) and ensure the security of supply.This involves
running simulations to detect network violations. This involves running simulations (load �ow
calculation) to detect violations on the network and then determining the preventive or curative
actions to be implemented to resolve contingencies at the lowest possible cost. This second step
is called Remedial Actions Optimisation (RAO) and consists in solving an Optimal Power Flow
(OPF) problem.

Artelys is a consultancy expert in power systems optimization and carries out various projects
around TSO operational coordination in Europe. FARAO performs the optimization of both
preventive and curative remedial actions, including HVDC lines, phase-shifter transformers and
counter-trading but also topological actions. It is operationally used for the exchanges between
Italy and its northern neighbors as well as between France, Spain and Portugal.

Artelys will present the algorithms of the FARAO toolbox and how they are actually used
to enable greater operational coordination amongst the countries.
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The penetration of renewable energies requires additional storages to deal with the system’s
intermittency. Accordingly, there is growing interest in evaluating the opportunity cost associ-
ated with stored energy (usage value), which can be obtained by solving a multistage stochastic
optimization problem.

Today, to compute usage values under uncertainties, a resource adequacy problem is solved
using stochastic dynamic programming assuming a hazard-decision information structure. This
modelling assumes completely knowledge of the coming week uncertainties which is not adapted
to the system operation, as the intermittency occurs at smaller timescale. Moreover, we also
assume full flexibility of thermal units. But in case of unpredictable outages, it takes time to
switch other thermal units on. What happens if we take this temporal rigidity into account?

We introduce a two-timescale problem [1] with a new information structure considering
planning and recourse decisions: decision-hazard-decision. This structure is used to decompose
the multistage decision-making process into a non-anticipative planning step in which switch-on
decisions for thermal units are made, and a recourse step in which power modulation decisions
are made once the uncertainties have been disclosed.

We address the usage value computation problem for a uninodal system composed of a cluster
of thermal units, a single storage unit and a load. The uncertainties are the residual demand of
the system and the availability of thermal units.

We observe that the choice of the information structure for usage values computation can
change the merit order in the system, i.e. the order of the storage usage value with respect to
the thermal units prices. The policy induced by the weekly fully anticipative hazard-decision
information modelling leads to an overestimation of the thermal flexibility and as a result,
a lower use of the storage. When using the policy induced by the decision-hazard-decision
Bellman functions, we take into account some rigidity in the thermal units (specially switch-on
and switch-off decisions) and the storage is more used.
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Backward Kolmogorov equations are partial differential equations (PDEs) of parabolic type
with a given final condition. The relation between them and certain stochastic processes has
been intensively investigated in both finite and infinite dimensional cases. Moreover, their com-
prehension represents a preliminary step in the study of the Hamilton-Jacobi-Bellman equations,
which are nonlinear partial differential equations strongly connected to stochastic optimal con-
trol problems.

This talk aims to present a class of backward Kolmogorov equations on spaces of probability
and positive measures, associated to measure-valued stochastic processes arising in the context
of nonlinear filtering. Indeed, in the filtering framework, one can formulate two stochastic
differential equations, called Zakai and Kushner-Stratonovich equations, that are satisfied by a
positive measure and a probability measure-valued process respectively. Thus, one can study the
associated backward Kolmogorov equations, which are partial differential equations of parabolic
type on the space of measures.

In the literature, a common approach is to assume that the measure-valued processes admit
a density, to exploit stochastic calculus techniques in Hilbert spaces. Here the existence of a
density is not assumed and everything is done directly in the context of measures. Due to this,
the obtained equations will resemble the ones usually introduced in the context of mean field
games and mean field control.

The study of these PDEs is a preparatory step to address the control problems with partial
observation. Indeed, these control problems can be rephrased as optimal control problems with
full observation of a measure-valued state which solves a filtering equation. It follows that it is
natural to formulate the associated Hamilton-Jacobi-Bellman equations on the spaces of mea-
sures, as a nonlinear version of the aforementioned backward equations.

In the talk, we will introduce the Kolmogorov equations and then present a well-posedness
result for classical solutions. If it remains time, we will discuss possible future applications and
developments. The talk is based on [1].
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In this talk, based on [1], we analyze a speed restarting scheme for the inertial dynamics
with Hessian-driven damping, introduced in [2]. We establish a linear convergence rate for the
function values along the restarted trajectories. Numerical experiments suggest that the Hessian-
driven damping and the restarting scheme together improve the performance of the dynamics and
corresponding iterative algorithms in practice.
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The satellites constellation design problem (SCDP) represents a fundamental aerospace ap-
plication [1, 2]: it consists in designinig a constellation with the minimum possible number of
satellites in order to guarantee periodic observability constraints within a fixed revisit time win-
dow and with respect to a given discrete set of target points on the Earth surface. This problem
can be formulated as a large dimensional mixed-integer linear program (MILP) by suitably dis-
cretising the satellites orbital parameters. Under the assumption that two satellites cannot share
the same (Keplerian) orbit in the optimal constellation configuration, we can easily reformulate
the SCDP by assuming the number of satellites to be equal to the number of orbits. In this
way, the SCDP consists in identifying the minimum number of activated satellites. In such a
framework, the number of variables, although it grows polynomially with respect to the input
size, can become prohibitively large in realistic instances, making the problem computationally
intractable.

In order to address this issue, we propose two column generation approaches, based on
different characterisations of restricted master (RMP) and pricing (PP) problems. In the first one
we relax the observability constraints linking different satellites in the RMP, and we exploit it to
generate new orbits with negative associated reduced costs in the PP; in the second one, we apply
a strategy based on an edge covering problem on a opportunely defined multi-graph. For both the
column generation approaches, the initialisation phase needed to define an initial feasible solution
is implemented by locally solving a quite small number of non-convex nonlinear programs (NLPs)
through a simple multi-start algorithm (in realistic instances, very few iterations are necessary
to obtain convergence).

We present computational experiments on realistic instances, in order to demonstrate the
efficacy and efficiency of our novel algorithmic framework. We conclude by briefly sketching two
proving strategies for showing the NP-hardness of the SCDP.
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The Wasserstein barycenter (WB) is an important tool for summarizing sets of probabilities.
It finds applications in applied probability, clustering, image processing, etc. When the proba-
bility supports are finite and fixed, the problem of computing a WB is formulated as a linear
optimization problem whose dimensions generally exceed standard solvers’ capabilities. For this
reason, the WB problem is often replaced with a simpler nonlinear optimization model con-
structed via an entropic regularization function so that specialized algorithms can be employed
to compute an approximate WB efficiently. Contrary to such a widespread inexact scheme, we
propose an exact approach based on the Douglas-Rachford splitting method applied directly to
the WB linear optimization problem for applications requiring accurate WB. Our algorithm,
which has the interesting interpretation of being built upon averaging marginals, operates se-
ries of simple (and exact) projections that can be parallelized and even randomized, making it
suitable for large-scale datasets. As a result, our method achieves good performance in terms of
speed while still attaining accuracy. Furthermore, the same algorithm can be applied to com-
pute generalized barycenters of sets of measures with different total masses by allowing for mass
creation and destruction upon setting an additional parameter. Our contribution to the field
lies in the development of an exact and efficient algorithm for computing barycenters, enabling
its wider use in practical applications. The approach’s mathematical properties are examined,
and the method is benchmarked against the state-of-the-art methods on several data sets from
the literature.
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In this work, we adapt an optimal pricing framework [1] to the case of carbon pricing by
including a climate model. We consider a set of countries N willing to maximize their own
utility function modeled by

∀n ∈ N , un(en, P ) = bn(en)− P en (1)

with en the CO2 emission level of country n, P the price of carbon and bn is the benefit function
of country n. These benefit functions are assumed to be sigmoidal and represent the evolution
of the gross domestic product (GDP) of the country depending on its CO2 emissions. To fix the
price of carbon, we introduce a regulatory authority willing to maximize a global utility function
modeled by

U(e, P ) =
∑

n∈N
bn(en)−D(θAT(e)) (2)

whereD is a non-decreasing function of the temperature θAT that represents the climate damages.
The countries are assumed to play their best response e∗n to the price P , so that ∀n ∈ N , en = e∗n(P )
and U(e, P ) = U(P ). Then, the regulatory authority can choose the price P that maximizes the
global utility. The coupling between the temperature and the total CO2 emission is given by a cli-
mate model that includes a carbon cycle model (CC) and a temperature dynamic model (TD) [2]:

(CC) :

{
C[k + 1] = AC C[k] + bC e[k]

CAT[k] = dC C[k]

(3a)
(3b)

(DT ) :

{
θ[k + 1] = Aθ θ[k] + bθ f [k]

θAT[k] = dθ θ[k]

(4a)
(4b)

f [k] = F2×CO2 log2

[
CAT[k]

CAT
ref

]
+ FnonCO2 [k] (5)

where e[k] is the CO2 emission, C[k] the vector of carbon concentration, f [k] the radiative
forcing and θ[k] the vector of temperature at instant tk.

After deriving the optimal emission level for a given price, we analyze the performances of
the updated sequence of such a pricing method over a given timespan compared to a fixed price.
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This study presents a mathematical model to determine optimal vaccination strategies in
metropolitan areas, considering commuting patterns [4]. The epidemiological model employed
is a compartmental SEIR model, incorporating a vaccination rate as a control function for
each city. The commuting patterns are incorporated using a weighted adjacency matrix and
a parameter that weighs day and night periods [6]. The optimal control (OC) problem is
formulated to minimize a balance between the number of hospitalizations and vaccines, including
restrictions of a weekly availability cap and an application limit of vaccines per time unit [5],
leading to mixed control-state and pure-state constraints, which are challenging to manage [1,
2]. Additionally, our study addresses a control-affine problem, which, while practical, poses
mathematical difficulties [3]. The key findings are the bounds for the basic reproduction number,
particularly in the case of a metropolitan area, and the OC problem analysis. Theoretical analysis
and numerical simulations provide insights into disease dynamics and the effectiveness of control
measures. The research highlights the importance of prioritizing vaccination in the capital to
reduce disease spread faster, as we depicted in our numerical simulations, especially when it has
higher contact rates. Future research will refine this strategy and explore theoretical aspects of
constrained control-affine problems.
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During surgery, the anesthesiologists use di�erent types of anesthetic agents in order to induce
and maintain the depth of unconsciousness, the absence of movement and the absence of pain
[1]. The level of hypnosis is usually measured via processed variables such as the Bispectral
Index (BIS) which takes values in the interval [0, 100]. The range [40, 60] characterizes a mod-
erate hypnosis state and the value 50 is generally considered as suitable for surgery. In order
to monitor the BIS signal, di�erent models are used, involving pharmacokinetic (PK) and phar-
macodynamic (PD) parameters. Contrary to PK parameters, the PD parameters do not have
standard expressions in terms of patient information. According to [2], the uncertainty intro-
duced by the PD parameters shows a more signi�cant in�uence on the measurable outputs than
the one introduced by the PK parameters.
Therefore, this presentation will focus on an extended moving horizon observer [4] to estimate
both the states and the pharmacodynamic (PD) parameters of an anesthesia model, based on
real data. The inputs of this model are the injection rates of Propofol and Remifentanil. The
states represent the concentration of the anesthetic agents in di�erent compartments of the hu-
man body (muscles, fat, blood) and in the e�ect site. The considered output is the Bispectral
index (BIS) which is derived from the electroencephalogram (EEG). The observer is designed
such that the parameters are estimated during the anesthesia induction phase, and then almost
frozen for the rest of the surgery. The estimator is validated on real data that were extracted
from the VitalDB database [3].
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In this work, we study the dock-door assignment and truck scheduling problem in crossdocks
with an intraday planning horizon. This timeframe allows us to view the problem as a repeat-
ing operation with a frequency of 24 h. In practice, this repeating process follows a certain
distribution, which is largely sustained even if we extend the horizon. While several modeling
approaches and efficient solution algorithms have been proposed for various problem variations,
the utilization of decomposition techniques in exact mathematical programming methods has
been the most effective. Surprisingly, none of these techniques have taken advantage of the
repeating patterns inherent in the problem. We start with a recently proposed compact model
that is well-designed and can be exploited in a primal (Benders) decomposition technique, al-
though it cannot be directly used to solve a practical-sized problem. We show that its modeling
deficiencies can be fixed and propose a Benders decomposition framework together with several
Alternative Objective Functions (AOFs) to generate customized Benders cuts, along with other
valid inequalities that can be identified and separated. A classifier is trained to identify the
most efficient AOF to use at different stages of the Benders iterations, to help avoid saturation
of the master problem with dominated Benders cuts. Our extensive computational experiments
confirm the significant performance improvement in the comparable decomposition framework.
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The purpose of this talk is to introduce a new numerical method to solve multi-marginal
optimal transport problems with pairwise interaction costs. The complexity of multi-marginal
optimal transport generally scales exponentially in the number of marginals m. We introduce
a one parameter family of cost functions that interpolates between the original and a special
cost function for which the problem’s complexity scales linearly in m. We then show that the
solution to the original problem can be recovered by solving an ordinary differential equation
in the parameter η, whose initial condition corresponds to the solution for the special cost
function mentioned above; we then present some simulations, using both explicit Euler and
explicit higher order Runge-Kutta schemes to compute solutions to the ODE, and, as a result,
the multi-marginal optimal transport problem. References like [1] can be provided.
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We investigate the convergence rate of multi-marginal optimal transport costs that are
regularized with the Boltzmann-Shannon entropy, as the noise parameter ε tends to 0. We
establish lower and upper bounds on the di�erence with the unregularized cost of the form
Cε log(1/ε) + O(ε) for some explicit dimensional constants C depending on the marginals and
on the ground cost, but not on the optimal transport plans themselves. Upper bounds are ob-
tained for Lipschitz costs or semi-concave costs (for a �ner estimate), and lower bounds for C2

costs satisfying some signature condition on the mixed second derivatives that may include de-
generate costs, thus generalizing results previously obtained with Carlier and Tamanini [2], and
by Eckstein and Nutz [3]. We obtain in particular matching bounds in some typical situations
where the optimal plan is deterministic, like in the case of Wasserstein barycenters. This is a
joint work with Luca Nenna [1].
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This paper explores the Pickup and Delivery Problem with Cooperative Robots (PDP-CR),
a new interest that has emerged in warehouse settings with automated vehicles where multiple
robots must cooperate to complete a task. i.e. when a task requires more than one robot. In
PDP-CR, we have a fleet of identical robots and a set of tasks. A task has a pick-up point, a
destination, and may require multiple robots. We want to complete all the tasks using these
starting robots. A task is considered done if all robots needed for the task reach its pick-up
point and then go to the destination simultaneously. After the robots complete a task, they
may go to other tasks. The goal of PDP-CR is to minimize the makespan, i.e. the time at
which the last robot returns to the depot. To our knowledge, the PDP-CR is a problem that
has not been studied. However, some formulation ideas can be obtained in related problems.
The Pick-up Delivery Problem (PDP) [1] deals with the transportation of goods from an origin
to a destination. Synchronization in VRP [2, 3, 4] refers to the constraints that require two or
more vehicles to carry out a single task. The primary goal of this paper is to develop and test
several mathematical models for the PDP-CR.
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This work deals with a particular case of Multi-Objective Optimization called Bi-Objective Dis-
crete Optimization (BODO), where the feasible set is discrete, and the two objectives take only
positive values. Since the feasible set of a BODO problem is discrete and usually finite, it can
theoretically be enumerated to identify the Pareto set, which consists of all Pareto-optimal solu-
tions representing different trade-offs between two objectives. However, in general, this problem
is algorithmically unsolvable. From a practical point of view, the Central Decision Maker (CDM)
may be interested in a reduced Pareto set reflecting the own preference of the CDM, which a
computationally tractable algorithm can obtain.

In this work, we propose a novel selection criterion for BODO that can efficiently guide
the Weighted Sum Method to find the preferred Pareto-optimal solutions achieving some fair
competition between the two objectives based on proportional fairness [1]. The latter aims to
provide a compromise between the utilitarian rule - which emphasizes overall system efficiency,
and the egalitarian rule - which emphasizes individual fairness. For our purpose, we introduce
the concept of the generalized Nash Fairness solution, i.e., ρ-NF solution, for BODO where
ρ > 0 is a factor denoting the relative importance of the first objective comparing to the second
one [2], [3]. This allows the CDM to consider that ρ percent change of the first objective is
comparably equivalent to a one percent change of the second one. Hence, when switching from a
ρ-NF solution to any other feasible solution, the sum of the factor ρ of the proportional change
in the first objective and the proportional change in the second objective is not negative.

We first introduce the concept and discuss the existence of ρ-NF solution for BODO. We
then show that the ρ-NF solution set is a subset of the Pareto set. We also propose a recursive
Newton-like algorithm for determining the ρ-NF solution set. Finally, an illustrative example
of BODO is given.
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Optimization problems constrained by partial differential equations (PDEs) naturally arise
in scientific computing, as those constraints often model physical systems or the simulation
thereof. In an implicitly constrained approach, the constraints are incorporated into the ob-
jective through a reduced formulation. To this end, a numerical procedure is typically applied
to solve the constraint system, and efficient numerical routines with quantifiable cost have long
been developed. Meanwhile, the field of complexity in optimization, that estimates the cost
of an optimization algorithm, has received significant attention in the literature, with most of
the focus being on unconstrained or explicitly constrained problems. In this paper, we analyze
an algorithmic framework based on quadratic regularization for implicitly constrained nonlinear
least squares. By leveraging adjoint formulations, we can quantify the worst-case cost of our
method to reach an approximate stationary point of the optimization problem. Our definition
of such points exploits the least-squares structure of the objective, leading to an efficient im-
plementation. Numerical experiments conducted on PDE-constrained optimization problems
demonstrate the efficiency of the proposed framework.
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In this talk, we present a roadmap to implement an interior-point nonlinear solver on SIMD
(Single Instructions, Multiple Data) architectures, such as GPUs. The interior-point method has
become the workhorse method to solve large-scale optimization problems. By using a homotopy
method, IPM obtains a smooth reformulation of the Karush-Kuhn-Tucker (KKT) conditions
associated with the optimization problem. This allows us to compute the next descent direction
directly by solving a KKT linear system, usually using a sparse indefinite solver in the nonconvex
case. However, IPM’s performance is limited by the indefinite sparse linear solver used under the
hood, which has impaired its adoption on hardware accelerators such as GPUs. Luckily, we can
rewrite the KKT system in a form more amenable to GPUs using different variants of the Schur
complement method. Notably, we show that we can leverage the structure of the inequality and
equality constraints using a condensed then reduced strategy to compress the sparse KKT system
down to a dense matrix, easy to factorize. When used in conjunction with a parallel automatic
differentiation backend, this strategy is effective in solving large-scale nonlinear problems on
GPUs. We give extensive numerical results on large-scale optimal power flow (OPF) instances
to illustrate the effectiveness of the method compared to the state-of-the-art.
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In this talk, the problem of empirical risk minimization (EMR) is studied using tools from
statistics, measure theory, and information theory to establish generalization guarantees for
machine learning algorithms. More specifically, the ERM with regularization by f -divergences,
often referred to as statistical ERM, is studied assuming that priors might be in the form of
a σ-finite measure (the reference measure), and not necessarily a probability measure. Under
this assumption, which leads to a generalization of the statistical ERM problem allowing a
larger degree of flexibility for incorporating prior knowledge, numerous relevant properties are
stated. Among these properties, the solution to the statistical ERM, if it exists, is shown
to be a unique probability measure for several choices of the function f . In particular, it is
shown that the solution is often mutually absolutely continuous with the reference measure,
which introduces a strong inductive bias that dominates the evidence provided by the training
data [1, 2]. Interestingly, such a solution exhibits a probably-approximately-correct guarantee
for the ERM (without regularization) independently of whether such a problem possesses a
solution. In the case in which f(x) = x log(x), for a fixed training dataset, the empirical
risk is shown to be a sub-Gaussian random variable when the models are sampled from the
solution to the statistical ERM problem. The generalization capabilities of the solution to this
problem (the Gibbs algorithm) are studied via the sensitivity of the expected empirical risk to
deviations from such a solution towards alternative probability measures. Finally, an interesting
connection between sensitivity, generalization error, and lautum information is stablished.The
talk ends by highlighting the impact of the asymmetry of f -divergences in statistical ERM.
In particular, regularization by relative entropy (KL divergence) is studied in both directions.
These regularizations are coined Type-I and Type-II, respectively. Finally, it is proved that
Type-II regularization is equivalent to Type-I regularization with an appropriate transformation
of the empirical risk function [3].
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We introduce a mean-field game model in which agents can invest in two types of capital:
green capital and polluting capital. The productivity of each type of capital depends on a
pollution variable subject to noise and common to all agents. We establish the existence of
equilibria by solving a classical FBSDE. Numerical experiments are also carried out: we observe
the energy transition.
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It is widely regarded as a cardinal sin in optimization under uncertainty to replace random
quantities by their expectations before applying some solution technique. In some settings
taking expectations is justified through a certainty equivalence principle, but it is easy to show
that this never makes solutions strictly better than those obtained by solving the stochastic
optimization problem. However, in nearly every practical setting, a probability distribution
must be estimated from data, assumed to be a sample drawn from the distribution. Here,
optimizing with an approximate distribution based on the sample can lead to strictly worse
outcomes than using a model based only on the average of the sample values. We describe this
phenomenon and illustrate it using a simple inventory control example.
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We focus on the following standard (semidefinite programming) SDP problem, where A>y =
∑k

i=1Aiyi. The
implication in the last constraint indicates that the SDP constraint can be expressed using an infinite number of
linear cuts. We could attack the problem by progressively removing infeasible intermediate solutions D using the
separation sub-problem; yet, it is well known that a standard cutting planes is not a good idea.

(SDP )





max b>y

s.t S = C −A>y
S � 0 ⇐⇒ S· ss> ≥ 0 ∀s ∈ Rn

(1a)

(1b)

(1c)

Around ten years ago I started to publish work on the idea of upgrading the separation sub-problem to a
projection (or intersection) one: given a non-feasible solution d in a polytope P, what is the maximum step-
length t∗ so that t∗d ∈P? This amounts to projecting from 0 towards d. This idea would make no sense in above
program because a projection from 0 towards some D returns ∞ if D � 0 or 0 otherwise. Around five years ago
I introduced Projective Cutting Planes [1] because I realized it may be possible to project from any feasible point
instead of zero in some problems. I now think (SDP) is such a problem. To make Projective Cutting Planes work,
we have to be able to rapidly solve t∗ = max{t : S + tD � 0} for a given S � 0 and an arbitrary D.

This projection sub-problem is quite simple if S � 0. In this case, there is a unique Cholesky decomposi-
tion S = KK> and K is non-singular. Thus, we can determine a unique E so that D = KEK>. Writing
S + t · D = KInK

> + t ·KEK>, this matrix is congruent (see, e.g., Prop 1.2.3 of [2]) to In + t · E; thus, these
matrices have same SDP status. We have to solve t∗ = max{t : In + tE � 0} which returns t∗ = − 1

λmin(E) . This
projection is more difficult if S is not strictly SDP, among other reasons, because the congruence relation above
no longer holds. Yet, this simplified case enabled us to solve some particular instances very rapidly:
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k = 11, n = 400, eigs(Ai) ∈ [0.1, 2.5], eigs(C) ∈ [17, 50]

upper bounds of a standard cutting planes converging in 9.26s

lower&upper bounds of projective cutting planes converging in 1.15s

Mosek needs
7.21 seconds

Conic Bundle needs 2.23
seconds (and I gave it
the optimal trace)
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Synchronizing Lot-Sizing and Job Scheduling: Lot Sizing (see [3]) arises when one schedules
production while avoiding strong activation costs. Part of a Lot Sizing strategy is to concentrate pro-
duction on well-chosen periods in order to minimize those costs. One often handles resulting problems,
mostly NP-Hard, through dynamic programming, which may yields FPTAS: Fully Polynomial Time
Approximation Scheme. Now it may happen that such a process involves an interaction between the Lot
Sizing player and a (several) job scheduler(s), both provided with their own agenda. Let us for instance
consider a local energy producer Feeder which produces energy all along N periods i = 0, . . . , N−1 with
varying production levels Ri and cost Ci. This energy producer interacts with a job scheduler Eater
who performs jobs j = 0, . . . ,M − 1, each job requiring some energy and some time units. Feeder must
decide about a production vector z = (zi ∈ {0, 1}, i = 0, . . . , N − 1), solution of the model:

{ Minimize
∑

i Ci.zi such that
∑

iRi.zi ≥ Total_Cons},
where Total_Cons is the total amount of energy requested by Eater.
On the other side, Eater must schedule jobs j = 0, . . . ,M − 1, while optimizing its own criterion (for in-
stance the makespan), while meeting temporal constraints and providing every job with energy. In order
to implement this production/consumption process, Feeder and Eater must agree about the periods i
and the dates t when Feeder transfers some energy amount m to Eater. Such a transfer ω = (i, t,m)
usually requires an additional cost, together with additional time and energy. In many case, it forbids
energy production or job processing. According to this, we get a full description of our process if we
know, besides Feeder production vector z and Eater schedule, the collection of all transfers ω = (i, t,m),
that must be consistent with limited storage capacities. Resulting complex bi (multi)-level Lot Sizing
and Job Scheduling problem with synchronization constraints typically arises in the context of (see [2]))
a real time cooperation between electric vehicles and recharge facilities.

Our Contribution: We restrict ourselves to the Feeder point of view and suppose that jobs j =
0, . . . ,M − 1 are scheduled according to this order, so that the only scheduling decision is about their
starting times. Then we formalize resulting SLSS: Synchronized Lot Sizing/Scheduling problem. Though
the centralized versus collaborative issue is crucial in practice, we stick here to the centralized paradigm
. We make �rst appear the central role played by the transfers, that de�ne chains inside some partially
ordered set and induce some no-antichain constraints inside MILP: Mixed Integer Linear Programming
formulations. This leads us to a �rst algorithmic handling of SLSS through branch and cut. Next we
enhance this MILP model with additional valid constraints, restricted to the decision variables, and
get rid of non combinatorial variables while relying on Benders decomposition. Finally we reformulate
SLSS as a path search problem inside some transfer network. This allows us to prove that SLSS is
pseudo-polynomial and get a PTAS scheme. We conclude by discussing the collaborative issue.
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The adoption of electric vehicles (EVs) has arisen as a good opportunity to reduce the
transportation sector’s contribution to global warming. The latter is given the fact that EVs
do not produce greenhouse gases (GHGs) either when driving or idle. As a consequence, it is
estimated that roughly 100 million EVs will be under use by 2030 around the world. However,
if this becomes a reality, the energy generation must increase and, henceforth, imply -heavy-
extra load and power variations to the grid. In order to tackle these negative effects, the so-
called coordinated charging has been coined and recently studied to allocate power and supply
energy such that power availability and infrastructure constraints are not violated. Moreover,
the inclusion of renewable energy sources (RESs) and energy storage systems (ESSs) appear as
the grid’s most important allies. Accordingly, several modeling techniques have been adopted
regarding the EV profiles and grid characteristics. Regardless of the model, it aims to control
the energy supply and therefore restrict the maximum power, increasing the dwelling-time.

In general, the dwell-time flexibility is replaced by fixed but longer dwelling-times, e.g., at
homes (night) and at workplaces (working hours), representing an important opportunity for
new approaches as well as properly supply power since fully-charged batteries are not required at
a single session. As such, the so-called vehicle-to-grid (V2G, a.k.a bi-directional power flow) has
gained popularity giving economic benefits to EV owners by representing a distributed energy
resource (DER).

There exists a rich literature regarding coordinated charging and the aforementioned ele-
ments, however, stakeholders’ inherent relationships have just recently been considered. This
work precisely overviews studies addressing the coordinated charging problem through hierar-
chical optimization models, along with the adopted resolution methods, and proposes a novel
methodology to consolidate the existing studies. To this end, problems found in the literature
are firstly characterized by identifying the elements involved in the phenomenon, such that a
novel taxonomy is proposed to deal with the huge number of possible combinations a study may
address.

Thus, the goal of this work is three-fold: i) to trace the evolution of models exploiting the
hierarchical relationship between stakeholders in the problem under study, ii) to consolidate the
existing literature, and iii) to set an identification method in order to compare state-of-the-art
studies.

PGMODAYS 2023 Invited and contributed talks

97



Fast, Differentiable and Sparse Top-k: a Convex
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The top-k operator returns a sparse vector, where the non-zero values correspond to the k
largest values of the input. Unfortunately, because it is a discontinuous function, it is difficult
to incorporate in neural networks trained end-to-end with backpropagation. Recent works have
considered differentiable relaxations, based either on regularization or perturbation techniques.
However, to date, no approach is fully differentiable and sparse. In this talk, we propose new
differentiable and sparse top-k operators. We view the top-k operator as a linear program over
the permutahedron, the convex hull of permutations. We then introduce a p-norm regularization
term to smooth out the operator, and show that its computation can be reduced to isotonic
optimization. Our framework is significantly more general than the existing one and allows for
example to express top-k operators that select values in magnitude. On the algorithmic side,
in addition to pool adjacent violator (PAV) algorithms, we propose a new GPU/TPU-friendly
Dykstra algorithm to solve isotonic optimization problems. We successfully use our operators
to prune weights in neural networks, to fine-tune vision transformers, and as a router in sparse
mixture of experts.
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We consider bilevel optimization problems in which the leader has no or only partial knowl-
edge about the objective function of the follower. The studied setting is a sequential one in
which the bilevel game is played repeatedly. This allows the leader to learn the objective func-
tion of the follower over time. We focus on two methods: a multiplicative weight update (MWU)
method and one based on the lower-level’s KKT conditions that are used in the fashion of inverse
optimization. The MWU method requires less assumptions but the convergence guarantee is
also only on the objective function values, whereas the inverse KKT method requires stronger
assumptions but actually allows to learn the objective function itself. The applicability of the
proposed methods is shown using two case studies. First, we study a repeatedly played contin-
uous knapsack interdiction problem and, second, a sequential bilevel pricing game in which the
leader needs to learn the utility function of the follower.
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Column Generation (CG) is a well known method suited to solving Linear Optimisation
problems that have an exponential number of variables such as those stemming from Danzig-
Wolfe decomposition. CG consists in solving the Restricted Master problem (RMP); the original
problem considering only a subset of variables and iteratively adding promising variables by
solving a pricing problem. The algorithm stops as soon as no such variables exist.

CG is notably used for solving the Multi-Commodity Network Flow problem (MCNF) [1].
The latter consists, given a capacitated network and a set of demands, in routing the demands
from their source to their target at minimum cost while fulfilling the network capacity require-
ments. In the MCNF path-flow formulation, a variable represents a path that can be used
to route a demand, and new variables are found by solving a shortest-path problem for each
demand, which can be computationally expensive for large instances. In telecommunication
networks MCNFs are repeatedly solved over the same network with demands varying from in-
stance to instance. We propose to leverage this information to devise an effective heuristic.
Our approach relies on training a graph neural network [2] to identify regions of interest of the
graph for each demand, reducing drastically its size and leading to an improved performance
of the pricing algorithm. Improvements are illustrated by applying the aforementioned method
on a set of realistic MCNFs, showing significant reduction in computation time with only slight
degradation of the objective.
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In recent years, differential privacy has emerged as the de facto standard for sharing statistics
of datasets while limiting the disclosure of private information about the involved individuals.
This is achieved by randomly perturbing the statistics to be published, which in turn leads to a
privacy-accuracy trade-off: larger perturbations provide stronger privacy guarantees, but they
result in less accurate statistics that offer lower utility to the recipients. Of particular interest
are therefore optimal mechanisms that provide the highest accuracy for a pre-selected level of
privacy. To date, work in this area has focused on specifying families of perturbations a priori
and subsequently proving their asymptotic and/or best-in-class optimality.

In this work, we develop a class of mechanisms that enjoy non-asymptotic and unconditional
optimality guarantees. To this end, we formulate the mechanism design problem as an infinite-
dimensional distributionally robust optimization problem. We show that the problem affords a
strong dual, and we exploit this duality to develop converging hierarchies of finite-dimensional
upper and lower bounding problems. Our upper (primal) bounds correspond to implementable
perturbations whose suboptimality can be bounded by our lower (dual) bounds. Both bounding
problems can be solved within seconds via cutting plane techniques that exploit the inherent
problem structure. Our numerical experiments demonstrate that our perturbations can outper-
form the previously best results from the literature on artificial as well as standard benchmark
problems.
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We consider the problem of optimizing black-box functions having sets of points as inputs (also
referred to as clouds of points). Functions defined over sets are of common practical use and
can be encountered when modeling turbine positions in wind farms, designs of experiments and
designs of sensors or actuators networks, among others.
In this work, we propose an evolutionary algorithm for functions defined over clouds of points.
The clouds of points, with a possibly varying size, are represented as discrete uniform measures.
In order to characterize the cross-over and mutation operators of the evolutionary algorithm, we
rely on the Wasserstein barycenter [2].
The Wasserstein barycenter being a contracting operator, we introduce two types of mutations,
namely the Boundary Mutation and the Random Mutation. The Boundary Mutation is devised
to correct the contracting effect of the crossover. The Random Mutation plays its standard role
of an unbiased and ergodic perturbation operator to counter premature convergence.

The effects of the proposed operators on the evolutionary algorithm performance are studied
on three families of test functions: wind farm proxies, the inertia of the points set and a Max-
imin design criterion. We implement the Wasserstein barycenter computation using the POT
library [1]. These numerical tests allow us to asses the effect of the barycenter weights. Indeed,
while for the crossover we adopt equal weights, several strategies to choose the weights (fixed
versus random) are compared for the mutation. A second degree of freedom that is analyzed is
the algorithmic arrangement of the calls to the operators. In this work, we consider and com-
pare sequential and random calls to the various mutations. The performance of the algorithms
involving Wasserstein barycenters are compared to a standard evolutionary search and a fully
random search.
The obtained results show the suitability of evolutionary operators involving optimal transport
for the optimization of functions defined over sets of points, as near global optima are efficiently
found for all three classes of problems (wind farm, inertia, design of experiment).
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The theory of learning in games has so far focused mainly on games with simultaneous
moves. Recently, researchers in machine learning have started investigating learning dynamics
in games involving hierarchical decision-making. We consider an N -player hierarchical game
in which the ith player’s objective comprises of an expectation-valued term, parametrized by
rival decisions, and a hierarchical term. Such a framework allows for capturing a broad range
of stochastic hierarchical optimization problems, Stackelberg equilibrium problems, and leader-
follower games. We develop an iteratively regularized and smoothed variance-reduced modified
extragradient framework for learning hierarchical equilibria in a stochastic setting. We equip
our analysis with rate statements, complexity guarantees, and almost-sure convergence claims.
We then extend these statements to settings where the lower-level problem is solved inexactly
and provide the corresponding rate and complexity statements.
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Mixed-integer linear programs, or MILPs, are combinatorial optimization problems defined
such as P : {min cTx | Ax ≤ b ; x ∈ N|I| × Rn−|I|} with A ∈ Rm×n, b ∈ Rm, c ∈ Rn, n the
number of variables, m the number of linear constraints and I the indices of integer variables.
MILPs are thus linear programs (LPs) with additional integrity constraints on a subset of vari-
ables. These integrity constraints make the problem non-convex, in fact, it is NP-hard in the
general case. We are interested in repeated problems of fixed dimensions {Pi = (Ai, bi, ci)}i∈N ,
which are understood as realizations of a random variable P following an unknown distribu-
tion D : Ω → Rm×n × Rm × Rn.

Mixed-integer programming solvers developed over the last decades have relied on the Branch
and Bound (B&B) algorithm [Wol21] to efficiently explore the space of solutions while guaran-
teeing the optimality of the returned solution. These solvers are based on complex heuristics
fine-tuned by experts on large MIP datasets to obtain the best average performance. In the
context of real-world applications, in which similar instances with slightly varying inputs are
solved on a regular basis, there is a huge incentive to reduce the solving time by learning effi-
cient tailor-made heuristics.

Directly extending the work of Marc Etheve [Eth21], this thesis proposes to discover new
B&B heuristics outperforming existing solvers using reinforcement learning (RL) algorithms. In
fact, many contributions have sought to reformulate the task of learning optimal branching poli-
cies as a tree Markovian decision process (MDP) [Eth+20; Sun+22; Sca+22; PLB22]. However,
tree MDPs represent a challenging setup for RL algorithms: credit assignement problem, large
state-action spaces yielding complex exploration and partial observability are as many predica-
ment hindering RL agents’ performance on high dimensional MIP instances. We argue that
learning better state representations acknowledging the tree structure of successive tree MDP
states is key to mitigate these challenges.

Contributions adapting models from Riemannian geometry and hyperbolic spaces to tradi-
tional deep learning architectures have florished over the last five years [Pen+21]. Owing to
their high capacity to model data exhibiting hierarchical (tree-like) structures, hyperbolic neu-
ral networks have been applied to improve performance in computer vision, natural language
processing and other tasks involving graph embeddings. In turn, we propose to harness the
inductive bias of hyperbolic neural networks [GBH18; SMH21] to learn better representations
of tree Markovian decision processes.
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In this paper, we present a model of a game among teams. Each team consists of a homoge-
neous population of agents. Agents within a team are cooperative while the teams compete with
other teams. The dynamics and the costs are coupled through the empirical distribution (or the
mean field) of the state of agents in each team. This mean-field is assumed to be observed by all
agents. Agents have asymmetric information (also called a non-classical information structure).
We propose a mean-field based refinement of the Team-Nash equilibrium of the game, which
we call mean-field Markov perfect equilibrium (MF-MPE). We identify a dynamic programming
decomposition to characterize MF-MPE. We then consider the case where each team has a large
number of players and present a mean-field approximation which approximates the game among
large-population teams as a game among infinite-population teams. We show that MF-MPE
of the game among teams of infinite population is easier to compute and is an ε-approximate
MF-MPE of the game among teams of finite population.
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The increasing expansion of renewable energy sources leads to the growth of uncertainty in
the distribution network operation. Short-term operational planning performed by distribution
system operators should evolve to address those new operating conditions, in particular to allow
the efficient utilization of different flexibility levers. In this work, the use of a chance-constrained
Alternating Current Optimal Power Flow (AC-OPF) is proposed to model the operational plan-
ning problem, considering the activation of several levers such as power modulation and power
curtailment. The correlation between the renewable generation profiles and loads is consid-
ered via a joint probability constraint approximated with scenarios. The main novelty of the
present manuscript is the adoption of a Difference-of-Convex approach that allows to solve the
obtained optimization problem without convexification or linearization of the core OPF equa-
tions. Furthermore, the approach yields a natural and embarrassingly parallelizable scenario
decomposition. The method starts with a reformulation of the model as a Difference-of-Convex
optimization problem, and then a proximal bundle method algorithm is applied to solve it. The
proposed methodology is tested in a 33 bus distribution network with 11 different values for the
safety level defining the probability constraint, ranging from 0.75 to 1.
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We study pure perfect Bayesian equilibria (PBE) in sender-receiver games with �nitely many
types for the sender. PBE in sender-receiver games are characterized by partitions of the set of
sender's types, in which no type prefers to be pooled with types it is not currently pooled with,
given the decisions of the receiver, optimally chosen at each cell of the partition. We propose
a family of algorithms that converge to a PBE, in a standard class of sender-receiver games,
reminiscent of Macqueen's version of the k-means algorithm [1].

In Macqueen's algorithm, at every step: (i) a single data is moved from its cell to a cell with
a closer mean, and (ii) cell-contingent means are readjusted accordingly. In our sender-receiver
adaptation, the sender is in charge of moving a type from its cell to a cell it prefers (i), while
the receiver readjusts the cell-contingent decisions accordingly (ii). Thus, a stopping partition
Π amounts to a PBE.

Since players may have di�erent objective functions, the simple convergence argument in-
voked in the k-means context (monotonicity of stages (i) and (ii) with regard to a single objective
function) no more holds. Instead, we employ a combinatorial argument to achieve convergence,
for every initial partition and every path taken by the algorithm.

We do this for the family of utility functions (θ, x) 7→ U θ
i (x) satisfying the following con-

ditions, standard in the literature on sender-receiver games. For every player i ∈ {S,R}, for
every type θ ∈ Θ, Θ �nite and ordered, decision function x 7→ U θ

i (x) is twice continuously
di�erentiable and strictly concave on R, with a unique maximizing argument x∗i (θ) such that
x∗S(θ) ≥ x∗R(θ) (upward bias of the sender). For every i ∈ {S,R}, for every θ2 > θ1 and every

x2 > x1, U
θ1
i (x2)− U θ1

i (x1) ≥ 0 =⇒ U θ2
i (x2)− U θ2

i (x1) > 0 (single-crossing).
The family covers, but goes much beyond, the usual univariate k-means Euclidean case, in

which U θ
S(x) = U θ

R(x) = −(θ−x)2. However, our argument crucially relies on the order on types
and actions.
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Nowadays, many retailers sell their goods to customers online and through brick-and-mortar
stores, creating dual-channel supply chains. Determining the optimal selling prices under cus-
tomer behavior is a crucial issue in dual-channel supply chains. In this study, we propose
and investigate a dual-channel pricing model, with the customers’ behavior on channel choice.
Motivated by market-share models, we assume a demand model involving attraction between
channels: online and physical stores [1]. We consider a stochastic assumption for the demand
of the potential market and price-based interaction between the demand of the two channels.
In contrast to previous works, within the attraction model, the channel’s stochastic demand
involves a nonlinear function of prices. We permit different reactions of customers when the
physical store is stock-out. The contribution of the paper is twofold: First, the results highlight
that the joint concavity of the retailer’s expected profit function with respect to selling prices is
analytically complex to verify. We introduce a novel approach to show the existence of optimal
global prices with non-linear demand and non-linear objective function. The second contribu-
tion is related to the applicability in the practice of the model. We run the model with various
operational settings, and we provide managerial insights on the best pricing strategy to apply
when the physical store capacity is limited.
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We describe our latest computational experience in solving large-scale energy network design
problems. This is based on a three-level decomposition approach, where a Benders-style upper
level is used to manage the (continuous) design variables, the middle level is a SDDP approach
to compute the long-term energy system cost (with given decisions) taking into account the
yearly effect of energy storages, and the lower-level is the Lagrangian Dual (whose automatic
convexification properties provide the necessary dual information to SDDP) of the weekly Unit
Commitment problem. Implementing such a complex approach to an extremely-large-scale prob-
lem on significant parallel hardware (hundredths of cores, above a Terabyte of RAM) is only
made possible by the use of the advanced SMS++ [1] modelling framework. We report on the
several crucial aspects of the implementation, such as how the available computing power is
best subdivided between the different algorithmic levels (different scenarios in SDDP, different
oracles in the Lagrangian Dual, ...), the impact of the different modelling choices in the Unit
Commitment, the use of Lagrangian Dual vs. a continuous relaxation, and others. Our results
show that obtaining solutions of problems of hitherto unheard-of size and complexity is possible
with the combined use of sophisticated solution approaches, powerful computing hardware and
advanced software techniques.
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Algorithm selection works on the premise that no single algorithm is the best on each indi-
vidual instance of a problem. With this in mind, the aim is to choose the most suitable algorithm
for a problem, out of a set of available algorithms. Most algorithm selection approaches use pre-
computed features to predict the most suitable algorithm. However, this both requires experts
to design high-quality features, and incurs a cost to compute these features for each problem
instance before being able to make a prediction.

Feature-free algorithm selection approaches use models like artificial neural networks to pre-
dict the most suitable algorithm, with the raw problem instance description as input. Although
this avoids the need for expert designed features and their computation, a specific description
for each problem instance is still needed.

In black-box optimisation neither features, nor a raw problem instance description may be
available a priori. Information about the specific problem instance may only be obtained by
evaluating possible solutions to it, which may be computationally expensive.

Recognising that we cannot make predictions without any cost on a per-instance basis, we
take a step back and propose an algorithm selector that makes predictions on a per-class basis.
Our proposed method predicts the most suitable algorithm for a class of continuous black-box
optimisation problems, using only the basic properties of this class. Specifically, we take into
account only the number of decision variables, and the available evaluation budget. This requires
neither instance-specific information, nor any expensive computation when applying the selector.
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Variational quantum algorithms have been advocated as promising candidates to solve combinatorial
optimization problems on near-term quantum computers. Their methodology involves transforming the
optimization problem into a quadratic unconstrained binary optimization (QUBO) problem. While this
transformation offers flexibility and a ready-to-implement circuit involving only two-qubit gates, it has
been shown to be less than optimal in the number of employed qubits and circuit depth, especially
for polynomial optimization. On the other hand, strategies based on higher-order binary optimization
(HOBO) could save qubits, but they would introduce additional circuit layers, given the presence of
higher-than-two-qubit gates. In this talk, we present HOBO problems and propose new approaches
to encode their Hamiltonian into a ready-to-implement circuit involving only two-qubit gates. Our
methodology relies on formulating the circuit design as a combinatorial optimization problem, in which
we seek to minimize circuit depth. We also propose handy simplifications and heuristics that can solve
the circuit design problem in polynomial time. We evaluate our approaches by comparing them with the
state of the art, showcasing clear gains in terms of circuit depth.

References
[1] IBM Quantum, “Qiskit: An Open-source Framework for Quantum Computing,” 2019.

[2] A. Glos, A. Krawiec, and Z. Zimborás, “Space-efficient binary optimization for variational quantum
computing,” npj Quantum Information, vol. 8, no. 1, pp. 1–8, 2022.

Table 1: Sample results for the considered approach, showcasing the benefit of our methodologies. We have
imposed a 1200 s time limit. In the case of −, the solver could not improve on the warm start solution or prove
its optimality in the time limit.

Qiskit [1] Gray code [2] Our 1st Algo. Our 2nd Algo. Templates, our 3rd Algo.

Instance n |P | D Depth CPU [s] Depth CPU [s] Depth CPU [s] Depth CPU [s] Depth CPU [s]
qubo1 4 5 2 17 0.6 35 <0.1 8 481 8 0.3 12 <0.1
qubo2 6 10 2 29 0.6 70 <0.1 16 1200 11 6.9 20 <0.1

monomial3 3 1 3 12 0.5 15 <0.1 8 14 8 0.1 8 <0.1
poly3-1 4 2 3 20 0.6 30 <0.1 9 1200 10 1.6 16 <0.1
poly3-2 5 4 3 41 0.6 60 <0.1 26 1200 16 8.0 32 <0.1

monomial4 4 1 4 26 0.6 31 <0.1 16 1200 16 2.4 16 <0.1
poly4-1 5 2 4 45 0.6 62 <0.1 26 1200 18 1200 32 <0.1
poly4-2 6 4 4 89 0.8 124 <0.1 - - 47 1200 64 <0.1

monomial5 5 1 5 56 0.6 63 <0.1 - - - - 32 <0.1
poly5-1 6 2 5 101 0.7 126 <0.1 - - 57 1200 64 <0.1
poly5-2 7 4 5 206 1.1 252 <0.1 - - - - 128 <0.1

monomial6 6 1 6 118 1.7 127 <0.1 - - - - 64 <0.1
poly6-1 7 2 6 228 1.3 254 <0.1 - - - - 128 <0.1
poly6-2 8 4 6 438 1.9 508 <0.1 - - - - 256 <0.1
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The balanced traveling salesman problem (BTSP) is a variant of the traveling salesman
problem, in which one seeks a tour that minimizes the difference between the largest and small-
est edge costs in the tour. The BTSP, which is obviously NP-hard, was first investigated by
Larusic and Punnen in 2011 [1]. They proposed several heuristics based on the double-threshold
framework, which converge to good-quality solutions though not always optimal. In this paper,
we design a special-purpose branch-and-cut algorithm for exactly solving the BTSP. In contrast
with the classical TSP, due to the BTSP’s objective function, the efficiency of algorithms for
solving the BTSP depends heavily on determining correctly the largest and smallest edge costs
in the tour. In the proposed branch-and-cut algorithm, we develop several mechanisms based
on local cutting planes, edge elimination, and variable fixing to locate those edge costs more
precisely. Other critical ingredients in our method are algorithms for initializing lower and upper
bounds on the optimal value of the BTSP, which serve as warm starts for the branch-and-cut
algorithm. Experiments on the same testbed of TSPLIB instances show that our algorithm can
solve 63 out of 65 instances to proven optimality.
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The biased random key genetic algorithm (BRKGA) [3] is a genetic algorithm used to find op-
timal or suboptimal solutions to hard combinatorial optimization problems. It has recently
proven highly effective in addressing the J-MIN target set selection problem [4], a combinatorial
optimization problem based on graph diffusion models, as shown in [5]. While the BRKGA
performs well on the target set selection problem, it demands meticulous tuning of several pa-
rameters which is troublesome and complexifies the problem. To simplify this, we adopt an
approach recommended in [1, 2] to randomly select parameters from a power-law distribution.
This approach has been recently proven mathematically to be favourable in certain problems.

In this talk, we apply this approach to propose a fast biased random key genetic algorithm
(fastBRKGA) and also a greedy heuristic reverse Maximum-Degree Heuristic for solving the
TSS problem in large-scale social networks. Our experimental investigation finds that this
new algorithm yields comparable results to traditional parameter tuning, and the new greedy
heuristic improves the result significantly.

This work is part of the PGMO-funded project Mathematical Analysis of Complex Random-
ized Search Heuristics (PI: Benjamin Doerr).
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We optimize the running time of the primal-dual algorithms by optimizing their stopping
criteria for solving convex optimization problems under affine equality constraints. We study the
relations between several stopping criteria and show under which conditions they are accurate
to detect optimal solutions, which means terminating the algorithm earlier with fewer iterations.
Basically, we examine the accuracy of three stopping criteria: the theoretically, uncomputable
in practice "Optimality gap and Feasibility error", the widely-used "Karush-Kuhn-Tucker error"
[3], and the new, widely-applicable but less well-studied "Smoothed Duality Gap" [5]. Assuming
metric sub-regularity [1], and quadratic error bound of the smoothed gap [1], we establish that
both the KKT error and smoothed duality gap provide practical upper bounds for the optimality
gap, and approximate it effectively. Furthermore, we establish comparability between the KKT
error and smoothed duality gap under certain conditions. Numerical experiments on quadratic
programs, basis pursuit, and quadratic programs with non-negative weights corroborate these
findings and show the superior stability of the smoothed duality gap over the KKT error.
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When a firm selects an assortment of products to offer to customers, it uses a choice model
to anticipate their probability of purchasing each product. In practice, the estimation of these
models is subject to statistical errors, which may lead to significantly suboptimal assortment
decisions. Recent work has addressed this issue using robust optimization, where the true pa-
rameter values are assumed unknown and the firm chooses an assortment that maximizes its
worst-case expected revenues over an uncertainty set of likely parameter values, thus mitigating
estimation errors. In this paper, we introduce the concept of randomization into the robust
assortment optimization literature. We show that the standard approach of deterministically
selecting a single assortment to offer is not always optimal in the robust assortment optimization
problem. Instead, the firm can improve its worst-case expected revenues by selecting an assort-
ment randomly according to a prudently designed probability distribution. We demonstrate this
potential benefit of randomization both theoretically in an abstract problem formulation as well
as empirically across three popular choice models: the multinomial logit model, the Markov
chain model, and the preference ranking model. We show how an optimal randomization strat-
egy can be determined exactly and heuristically. Besides the superior in-sample performance of
randomized assortments, we demonstrate improved out-of-sample performance in a data-driven
setting that combines estimation with optimization. Our results suggest that more general ver-
sions of the assortment optimization problem—incorporating business constraints, more flexible
choice models and/or more general uncertainty sets—tend to be more receptive to the benefits
of randomization.
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As solar photovoltaics (PVs) and electric vehicles (EVs) integrate into electrical grids, chal-
lenges like network congestion and peak demand emerge. Traditional solutions require costly
infrastructure investments. However, smart EV charging offers an elegant alternative. Exist-
ing solutions include centralized, hierarchical, and decentralized systems. However, scalability
and real-time operation may pose challenges for centralized and hierarchical architectures. To
address these issues comprehensively, we propose a fully decentralized smart charging system,
ensuring scalability, real-time operation, and data privacy.

In recent years, decentralized smart charging solutions utilizing standard reinforcement learn-
ing (RL) algorithms have gained prominence. However, the integration of multi-level constraints
and objectives, encompassing both prosumer-specific local considerations as well as broader
network-global considerations, remains a complex challenge. This complexity arises from the
absence of predefined reward signals in the majority of smart-grid applications. Furthermore,
standard RL algorithms employing deep learning-based approximations may exhibit slower con-
vergence when compared to the multi-armed bandit class of RL algorithms, especially in scenarios
where a perfect oracle is unavailable. Thus, we introduce a novel adaptive multi-agent system
employing combinatorial 2-armed bandits with Thompson Sampling to minimize EV charging
costs, considering variable electricity prices and PV energy production uncertainty, while ensur-
ing fairness among prosumers. Validation includes a large-scale simulation with over 10,000 EVs,
comparing our approach to "dumb" charging and centralized mixed-integer linear programming
optimization (computed only at a small-scale). Evaluation criteria encompass cost optimization,
constraint satisfaction, fairness, and solution speed. Our results demonstrate the effectiveness
of our decentralized approach [1].
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Multi-criteria scheduling problems face enormous challenges under uncertainty in academic and
industrial fields. Despite the significant interest in practice, this area is still underinvestigated
theoretically. In this study, we investigate two new parallel machine scheduling problems to min-
imize makespan and total completion time, respectively, in which the number of scenarios can be
infinite. The complexities of the problems are analyzed. An exact and a (1 + ϵ)-approximation
algorithms are developed respectively for total completion time and makespan minimization.

Then, we address a novel bi-objective parallel machine scheduling problem with infinite
scenarios. Based on the obtained results for the above single objective problem, the complexity
of the problem is discussed, and two approximation algorithms are designed to find approximate
Pareto sets with distinct performance guarantees for a Pareto optimal set for multi-objective
optimization problems under uncertainty defined in the literature [1]. We also consider some
special cases and show that the problem can be transformed into a bi-objective scheduling
problem without scenarios for those cases.
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In transmission power networks, power flows and network topology are deeply intertwined
due to power flow physics. With increasing energy demands and the rapid integration of volatile
renewable energy sources like wind and solar, ensuring safe and reliable operation of these
networks has grown increasingly complex. A crucial yet underexplored avenue for enhancing
network robustness lies in the strategic usage of line-switching and bus-switching actions. These
actions enable remote activation or deactivation of transmission lines and local adjustments to
network topology but come with the challenge of identifying optimal configurations within an
exponentially large search space.

To navigate this complex landscape, advanced mathematical tools are needed to assist
decision-makers in the real-time identification of robust and resilient network configurations.
In this presentation, I will outline two state-of-the-art approaches: one geared towards grid
design and planning, and the other aimed at real-time grid operations and control. The first
approach utilizes a mixed-integer linear programming (MILP) framework, drawing insights from
recent tree partition literature. Its twofold objective is to alleviate network congestion while at
the same time creating a more hierarchical structure that enhances the system’s resilience against
cascading failures. The second approach focuses on scalability and employs multi-agent rein-
forcement learning (MARL) techniques to effectively navigate the combinatorial action space.
This new model-free approach is inspired by the 2019 “Learning to Run a Power Network” chal-
lenge, initiated by the French network operator RTE to get researchers from different fields
involved with the task of using reinforcement learning in the context of power grid control. To-
gether, these approaches offer complementary pathways for exploiting the intrinsic flexibility of
modern electrical infrastructures, thereby facilitating a transition towards more sustainable and
resilient power systems.
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